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Synergy of Human Arm and Robotic System

Zhi Li

ABSTRACT

The synergy of human arm and wearable robot systems studies the compatibil-

ity of a wearable robot system and its operators. Ideally, the motion of a wearable

robot system should be dynamically transparent to a healthy operator, sensitively

responsible to the voluntary and involuntary motions of its operator. When used

for robot-assisted stroke rehabilitation and/or power augmentation, a wearable robot

system is expected to provide assist to the operator’s motor skills and correct the ab-

normal movements resulted from motor disabilities. Inspired by the control strategies

of human motor system, the robot systems can be more dexterous in manipulations

and more adaptable to various tasks and uncertain environments.

The study on synergy of human arm and wearable robot systems intends to find

out the motor control strategies that dominate human arm movements, in order to ap-

ply to the control of robotic systems, such as the upper limb exoskeletons and the sur-

gical robot systems. This research experimentally investigated the arm movements in

various tasks, to enhance the understanding of human motor control and to benefit the

control robotic systems. With the data collected from point-to-point reaching move-

ments, it proposed a redundancy resolution methodology based on multi-criterion

performance optimization, which provides real-time predictions of arm postures with

improved accuracy. Based on the comparison between reaching and reach-to-grasp

movements, it further studied arm postures affected by grasping orientations and

pointed out the control strategy that dominates the macro- and micro- structure co-

ordination. From both healthy subjects and stroke patients, experimental data of

unimanual and bimanual movements are recorded for identical tasks. The statistical

analysis shows that motor function of the paretic arm can be improved when moving

symmetrically with the non-paretic arm, which reveals the beneficial effects of the

inter-arm coupling on stroke rehabilitation.

The dissertation contributed to answer the following three research questions:

• How to predict the natural arm postures of reaching movement?

The kinematic redundancy of the human arm enables the elbow position to
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rotate about the axis going through the shoulder and wrist, which results in in-

finite possible arm postures when the arm reaches to a target in a 3-dimensional

workspace. To infer the control strategy the human motor system uses to resolve

redundancy in reaching movements, this research compares five redundancy res-

olution criteria and evaluates their arm posture prediction performance using

data on healthy human motion. Two synthesized criteria are developed to pro-

vide better real-time arm posture prediction than the five individual criteria.

Of these two, the criterion synthesized using an exponential method predicts

the arm posture more accurately than that using a least squares approach, and

therefore is preferable for inferring the contributions of the individual criteria to

motor control during reaching movements. As a methodology contribution, this

paper proposes a framework to compare and evaluate redundancy resolution

criteria for arm motion control. A cluster analysis which associates criterion

contributions with regions of the workspace provides a guideline for designing a

real-time motion control system applicable to upper-limb exoskeletons for stroke

rehabilitation.

• How do the arm joints coordinate in reach-to-grasp movement?

Reach-to-grasp movements are widely observed in activities of daily living, par-

ticularly in tool manipulations. In order to reduce the complexity in redundancy

resolution and facilitate upper-limb exoskeleton control in reach-to-grasp tasks,

we studied joint coordination in the human arm during such movements. Ex-

perimental data were collected on reach-to-grasp movements in a 3-dimensional

(3D) workspace for cylinder targets of different positions and grasping orienta-

tions. For comparison, reaching movements toward the same targets are also

recorded. In the kinematic analysis, the redundant degree of freedom in human

arm is represented by the swivel angle. The four grasping-relevant degrees of

freedom (GR-DOFs), including the swivel angle and the three wrist joints, be-

have differently in reach-to-grasp movements comparing to how they behave in

reaching movements. The ratio of active motion range (R-AMR) is proposed

for quantitatively comparison the task-relevance of the GR-DOFs. Analysis on

the R-AMR values shows that the task-relevant GR-DOFs are more actively

used, while the task-irrelevant joints are left uncontrolled and maintain their

neutral positions. Among the task-relevant GR-DOFs, the smaller joints (micro-

structure) are more actively used than the larger joints (macro-structure). The

xxiv



coordination of the task-relevant GR-DOFs is shown to be synergistic. Analy-

sis of the acceleration/deceleration at the GR-DOFs indicates different levels of

voluntary control in three phases of the movements. The study of the character-

istics of the joint coordination in reach-to-grasp movements provides guidelines

for simplifying the control of the upper limb exoskeleton.

• Can the bilateral training benefit the post-stroke stroke recovery?

Bilateral training has been used for post-stroke rehabilitation of patients with

paretic upper arms. This training method exploits the inter-arm coupling in

bimanual movements which tends to synchronize the paretic arm with the non-

paretic arm for motor function recovery. Different levels of motor function re-

covery have been reported in clinical studies, yet the efficacy of bilateral training

is still not clear. As a result, this paper collected data on bimanual symmetric

reaching movements in a 3-dimensional (3D) workspace from ten healthy sub-

jects and eight chronic stroke patients, to investigate the effects of inter-arm

coupling. In reaching experiments, identical tasks are also performed uniman-

ually and recorded. Mapping variables are proposed to measure arm behavior

changes and to quantify the similarity of the movements of the two arms. Among

the four proposed mapping variables, mapping linearity and mapping complex-

ity were found to reflect both the motion complexity and the task-relevance of a

joint, while the other two variables captured changes in motion range and rela-

tive velocity. Statistical analysis shows that inter-arm coupling increases inter-

arm symmetry more at task-relevant joints than at task-irrelevant joints. To

achieve symmetric bimanual movement, the dominant arm of healthy subjects

and the non-paretic arm of stroke patients deviate more from their unilateral

behavior than the non-dominant/paretic arms. For stroke patients, the effect

of inter-arm coupling on arm function depends on the task-relevance of a joint.

During bimanual movement, joint behavior at task-irrelevant joints is different

from behavior during unimanual movement, which implies that bimanual re-

habilitation may help break abnormal movement patterns for these joints. For

task-relevant joints, the average arm posture of the paretic arm is significantly

higher in bimanual movement, which indicates the possible efficacy of bilateral

rehabilitation.

xxv



DEDICATION & ACKNOWLEDGMENT

I would like to acknowledge the following persons, for their guidance, support,

and inspiration.

I would like to extend my sincere appreciation and gratitude to my advisors,

Professor Jacob Rosen and Professor Dejan , who have walked with me step by step

during my PhD program, with patience and kindness. Thanks to my committee

members, Professor Gabriel Elkaim and Professor Donlad Wiberg, for your warm

support.

Many thanks to my colleagues and friends, Jay Ryan Roldan, Kierstin Gray,

Kaitlyn Garifi, and Zachary Wells, for helping me with data collection and processing

in the arm motion study experiment. Thanks to Daniel Glozman, who has setup the

foundation of the work on the design optimization of the surgical robot system.

I dedicate this dissertation to my loving and supporting family, particular to my

dear husband, Peter Andrew Mawhorter, my dear dear otter. I also want to express

my deep thanks to Professor Jacob Rosen and Professor Daniela Contantinescu, my

academic parents, who have planted and watered me in the academic field. It is a

time to celebrate for their work and harvest.

But by the grace of God I am what I am:

And his grace which was bestowed upon me was not in vain.

Praise to the one that makes good things grow.

I dedicate myself to working hard,

Knowing that it is not I, but the grace of God which was, is, and will be with me.

xxvi



Chapter 1

Introduction

1.1 Synergy of Human Limbs and Wearable Robot

Systems

The synergy of human arm and wearable robot systems studies the compatibility of a

wearable robot system and its operators. Ideally, the motion of a wearable robot sys-

tem should be dynamically transparent to a healthy operator, sensitively responsible

to the voluntary and involuntary motions of its operator. When used for robot-

assisted stroke rehabilitation and/or power augmentation, a wearable robot system

is expected to provide assist to the operator’s motor skills and correct the abnormal

movements resulted from motor disabilities. Inspired by the control strategies of hu-

man motor system, the robot systems can be more dexterous in manipulations and

more adaptable to various tasks and uncertain environments.

The synergy of human arms and wearable robot system is a multi-disciplinary

research topic. It requires research efforts both on the human motor control as well

as on robotics. Previous researches on human motor control have explored the mor-

phology, function and behavior of human limbs. The control strategies based on

performance optimization have been proposed to predict the movements of healthy

human limbs. Movements with and without sensory feedback have been compared,

to studies the effects of perceptions on movement generation. The research effort on

robotics proposed various methodology for redundancy resolution. Control strategies

based on optimization of different performance indices have been implemented on

various kinds of kinematical redundant manipulators, hoping to generate the natural

motions of healthy human arms. The study on inter-arm coupling revealed the inter-
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Figure 1.1: The synergy of human arms and wearable robot system comes from the
evolution of the multi-disciplinary research on human-robot interaction.

ference between motor control of two hemispheres and implicates the possibility of

stroke rehabilitation via bilateral training.

This research aims at enhancing the synergy of human arm and the wearable

robot systems from the following three perspectives. It proposed a framework to

compare and evaluate redundancy resolution criteria for arm motion control, which

resulted in a redundancy resolution that enable the upper limb exoskeleton to render

natural arm postures for reaching tasks. In addition, it investigated the hand-arm

coordination in the reach-to-grasp movements and proposed a general control strategy

for the joint coordination of a robotic manipulator with macro- and micro-structures.

Furthermore, it compared the arm movements in unimanual and bimanual tasks and

indicated the possible efficacy of bilateral training for stroke rehabilitation.

1.2 Motivation & Applications

1.2.1 Robot-assisted Stroke Rehabilitation

This research intends to contribute to stroke rehabilitation using dural arm exoskele-

ton. As shown in Fig. 4.1, EXO-UL7 is a dual arm exoskeleton with seven DOFs in

each arm. This system exhibits kinematic redundancy identical to the human arm.

Articulation of the exoskeleton is achieved by seven single-axis revolute joints which

support 99% of the range of motion required to perform daily activities. Three rev-
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olute joints are responsible for shoulder abduction-adduction, flexion-extension and

internal-external rotation. A single rotational joint is employed at the elbow, creating

elbow flexion-extension. Finally, the lower arm and hand are connected by a three-axis

spherical joint resulting in wrist pronation-supination, flexion-extension, and radial-

ulnar deviation. As a human-machine interface (HMI), four six-axis force/torque

sensors (ATI Industrial Automation, model-Mini40) are attached to the upper arm,

the lower arm, the hand and the tip of the exoskeleton. The force/torque sensor

at the tip of the exoskeleton allows measurements of the interactions between the

exoskeleton and the environment [2, 3, 4].

Figure 1.2: EXO-UL7, a dual arm exoskeleton with seven DOFs in each arm. This
system exhibits kinematic redundancy identical to the human arm.

Existing researches have shown that the planning and executing bilateral move-

ments post-stroke may facilitate cortical neural plasticity by increasing the usage

of spared pathways in motor cortex. As a result, the resulting rehabilitation strat-

egy, such as bilateral training, encourages the dysfunctional arm to move with the

functional arm in a mirror image fashion. In robot-assisted stroke rehabilitation,

the motions of the patient can be supported by the upper limb exoskeleton. The

functional arm tele-operate the dysfunctional arm with bilateral or unilateral force

feedback. By varying the coupling between the two wearable robotic arms between

fully coupled mode to fully decoupled mode, the paretic arm of the stroke patient can

move passively or independently. The interactions between human arms and upper
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limb exoskeletons are expected to accelerate the recovery of the lost motor functions.

The proposed research intends to meet three challenges in the robot-assisted stroke

rehabilitation. First of all, the upper limb exoskeleton is designed to assist self-

initiated arm movements in unexpected tasks. Therefore, the redundancy resolution

is required to provide real-time motion control rather than off-line planning. Second,

the coordination of the hand and arm of the upper limb exoskeleton needs to be

energy-efficient and is preferred to have low control complexity given the kinematic

redundancy. Third, the coupling between the two robot arms should complement

the effect the inter-arm coupling rather than substitute it. Less robotic assist should

be provided at the joints of strong inter-arm coupling, to encourage the voluntary

movement of the paretic arm, while more support should be provided to the joint

with less inter-arm coupling.

The applications on robot-assisted stroke rehabilitation motivates research efforts

on the following four topics:

• A Proposed Biological-based Arm Posture Prediction Method

The human arm is kinematically redundant with respect to reaching and grasp-

ing tasks in a 3-dimensional (3D) workspace. As a result, an upper limb ex-

oskeleton designed for stroke rehabilitation requires a motion control strategy

that can render natural arm postures. By analyzing the data collected from

reaching movements, this research found out that the arm plane (defined by

the shoulder, elbow and wrist position) rotates about an axis going through the

shoulder position. For reaching movements in the comfortable motion range,

the rotational axis directions are constrained to a surface, which can be pa-

rameterized by a linear model. For reaching movements close to the boundary

of the motion range, the directions deviate from the surface most likely due

to the blocking effect of the torso. As a result, a biological-based redundancy

resolution based on the direction of the axis is proposed, which can predict the

arm posture with a higher accuracy.

• Synthesizing Multiple Redundancy Resolutions for Human Arm Postures Pre-

diction

To render natural arm postures with the EXO-UL7 upper limb exoskeleton, this

research studies reaching movements to infer the motor control strategy used by

the healthy human arm, compared different redundancy resolution criteria and
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evaluates their arm posture prediction performance and propose a method of

synthesizing multiple redundancy resolutions for accurate real-time arm posture

prediction.

Conventionally, motion control has been viewed as a matter of the structure

and function of the central nervous system. Studies from the perspective of

neuroanatomy have focused on relating motor functions to different cortical,

sub-cortical, and spinal subsystems [5, 6]. From the perspective of neurophys-

iology, Donders’ law has been applied to arm postures in reaching movements,

yet it is violated when pointing at a target with the elbow flexed [7]. On the

other hand, the equilibrium-point (EP) hypothesis specifies physiological vari-

ables used by the central nervous system (CNS) as control variables, to address

the redundancy problem (i.e., the behavior of the uncontrolled manifold) in

the human motor system at the muscle level [8]. Unlike the neurophysiolog-

ical perspective, a robotic viewpoint considers the human body, particularly

the musculoskeletal system, as a mechanical system with kinematic and kinetic

properties. The behaviors of this mechanical system are constrained by its phys-

ical structures and the laws of physics. The neural system does not so much

to dictate the movement of this mechanical system as to enhance the compat-

ibility of the system with the environment so that the task can be completed

according to the requirements and with satisfactory performance [9, 10]. In this

context, the redundancy of the human arm is resolved by control criteria which

optimize performance variables used in mechanical engineering. Such criteria

have been applied to human motor control processes such as motor planning,

control, estimation, prediction and learning [11, 12].

When executing a movement plan on a robot with redundant degrees of free-

dom, it is necessary to resolve the ill-posed inverse kinematics and kinetics

to determine the mapping from the planned trajectory to joint motions, and

then to joint torques. The problem of controlling redundant degrees of free-

dom (DOFs), i.e., redundancy resolution, has been considered in the con-

trol of robot manipulators. Resolution methods utilize task dependent con-

straints [13, 14], or more commonly, performance criteria. The latter include

manipulability [15, 16, 17, 18], energy consumption [7, 19], smoothness of move-

ment [20, 21, 22, 23], task accuracy [24] and control complexity [25]. However,

there is no general framework that compares and evaluates these criteria.
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Redundancy resolution that synthesizes multiple movement control criteria has

addressed the characteristics of movement behavior to a better extent. For

instance, Miyamoto et al. studied reaching movements in a 2D workspace with-

out end-point boundary conditions. By adding a signal dependent noise to the

movement controls, a linear combination of criteria maximizing the task achieve-

ment and minimizing the energy consumption resulted in a good match to the

experimentally-measured hand trajectories [26]. Biess et al. broke down the

motion control task into independent spatial and temporal motor planning. A

control criterion that restricts the arm dynamics to geodesic paths is combined

with a control that minimizes the squared jerk along the selected end-effector

path. The resulting reaching movements in a 3D workspace are close to those

which minimize the change in joint torques and the peak value of kinematic

energy [27]. Kim et al. studied the movements of reaching to a sequence of

targets and predicted the arm postures in real-time by integrating a biological-

based kinematic control criterion that maximizes the motion efficiency with a

dynamic criterion that minimizes the work in joint space, showing that the

kinematic criteria outperforms the dynamic one [28]. A study of the trade-

off between minimizing the angular joint displacement and averaging limits of

the shoulder joint range [29] showed that a 70% − 30% linear combination of

arm posture predicted by these two criteria leads to a satisfactory redundancy

resolution.

From the robotic perspective, this research proposes a general framework to

compare and evaluate motion control strategies that predict arm posture in

reaching movements. In this framework, the arm posture predictions of each

candidate criterion are tested against experimental data collected from point-

to-point reaching. By combining these candidate criteria according to their arm

posture prediction accuracies, synthesized criteria are developed. The candidate

criteria that better predict arm posture are assigned larger coefficients in the

synthesized motion control criteria, and are therefore recognized as the ones that

dominate the arm motion. For control of an upper limb exoskeleton in robot-

assisted stroke rehabilitation, real-time motion control criteria are preferred,

since unlike off-line motion control criteria (e.g., minimum jerk principle [21]),

real-time criteria (e.g. bounded jerk criterion [30]) do not need to know about

future states (e.g., the end position of the movement). Without the constraint of

pre-planned movements, the upper limb exoskeleton can deal with unexpected
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tasks and encourages self-initiated movements on the part of the stroke patients.

• The Control Strategy Underlying the Joint Coordination in Reach-to-grasp

Movement

Reach-to-grasp movements are widely observed in activities of daily living, par-

ticularly in tool manipulations. It is critical to study joint coordination of a

human arm in reach-to-grasp movements in order to reduce the complexity in

redundancy resolution and facilitate control of the upper limb exoskeleton used

to support such movements (see Fig. 4.1). Although efficient redundancy reso-

lution methods have been proposed to determine the configurations of robotic

manipulators [14, 31], yet these general methods are not capable of rendering the

natural joint coordination in the human arm. Studies on reaching movements

have resolved the kinematic redundancy in the human arm by performance op-

timizations [15, 16, 17, 18, 7, 19, 20, 21, 22, 23]. However, arm postures in

reach-to-grasp movements are affected by the orientation of the grasp target,

and these postures cannot be explained by the motor control strategies that

have successfully addressed arm postures in reaching movements [32, 33].

Previous research has investigated the joint coordination in reach-to-grasp move-

ments. Research has shown that hand-arm coordination is subject to both

temporal [34] and spatial constraints [35]. While approaching a target, arm

movement directs the thumb, preparing to match the hand orientation with the

target [36, 37]. The rotation of the arm plane about the shoulder-wrist axis

is coordinated with the supination of the forearm to achieve the desired hand

orientation. If the target orientation is perturbed when the hand is moving to

the target, the hand orientation begins to match the original target orienta-

tion and then adjusts to match the final target orientation [38]. This smooth

adaptation to the perturbed target orientation implies that the reach-to-grasp

movements may be a superposition of separate reaching and grasping compo-

nents. Given arm postures predicted for reaching movements, arm postures

for reach-to-grasp movements can be constructed based on grasping-related dif-

ferences. Furthermore, human motor system prefers a joint coordination that

minimizes the intervention when redundancy in control variables exists [25, 39].

The control emphasis is placed on task-relevant variables, while task-irrelevant

variables are loosely monitored for tolerable variability [40, 41].

As a result, this research investigates the spatial and temporal characteristics
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of the joint coordination in reach-to-grasp movements. Experimental data are

collected on the reach-to-grasp movements in a 3-dimensional (3D) workspace,

for cylinder targets of different positions and grasping orientations, in addi-

tion to the reaching movements toward the targets of the same positions. By

kinematic analysis, the grasping-relevant degrees of freedom (GR-DOFs) in the

human arm are distinguished from the grasping-irrelevant degrees of freedom

(GI-DOFs). Since the kinematic redundancy for reaching movements has been

resolved, this paper focuses on the difference between reach-to-grasp and reach-

ing movements and their coordinated spatial and temporal responses to the

changes in target position and orientation.

• The Effect of Inter-arm Coupling in Bimanual Movements and the Efficacy of

Bilateral Training for Stroke Recovery

The bimanual movements of human arms are characterized by temporal and

spatial coupling between the two arms. Due to the temporal and spatial sym-

metry constraint [42], healthy humans tend to move their arms in mirror-image

symmetrical bimanual movements [43, 44, 45, 46, 47, 48, 49, 50]. Such arm

movements are preformed either in-phase or anti-phase with identical frequen-

cies [51, 46, 45, 52, 53] and with small differences in peak velocities [54, 55, 56,

57]. If a healthy human subject is instructed to move both arms while following

two different non-symmetric trajectories repetitively, as the frequency of the

motion increases the trajectories converge into contours of similar mirror-image

symmetrical shapes followed with a similar frequency - a phenomenon known

as the spatial magnetic effect [58, 59, 43, 45, 48, 55, 60, 61].

For healthy subjects, handedness limits the effects of inter-arm coupling on

bimanual movements. The dominant and non-dominant arms have different

trajectories when performing an identical reaching task unimanually [62, 63].

Differences in hand trajectories were demonstrated in symmetric bimanual cir-

cle drawing due to handedness [61]. One of the explanations provided to address

these differences is the superior capability of the dominant arm in intersegmen-

tal coordination such as regulating interaction torque (INT) [64, 65, 66, 67, 63].

However there is a disagreement regarding the control architecture. One school

of thoughts claims that identical control commands rendered by a central-

ized controller are simultaneously sent to homologous muscles of the two arms

and the inter-arm differences in symmetric bimanual movements may be re-
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lated to the different dynamics of two arms [43, 45, 68, 69, 70, 50]. Another

school of thoughts argues that the two arms are more likely subjected to dif-

ferent controllers [61], and the symmetric constraints in the bimanual move-

ments are due to the intra-hemispherical cross-talk that couples the two con-

trollers [71, 72, 73, 74, 69]. As a consequence, the superior performance of

dominant arm is due to both the differences in motor control and arm dynam-

ics (e.g., muscle strength, length, mass, etc.). For healthy subjects, although

similar neural distributed networks in both hemispheres are activated during

symmetrical bilateral movements [75, 76, 77, 78, 79], significant differences in

EMG patterns have been observed in the homologous muscles when the two

arms are performing symmetrical bimanual movements [64] which may provide

the experimental support for the existence of two separate controllers. Further-

more, it was hypothesized that the dominant arm depends more on feedforward

control and therefore it is more proficient in response to unexpected changes of

inertial loads and intersegmental dynamics [80, 81, 82].

For subjects with motor disability (i.e., hemiparesis) due to stroke, inter-arm

coupling still confines bimanual movements despite the deteriorated motor func-

tions as a result of brain damage [83]. Studies conducted with chronic stroke

patients have shown that the peak velocities of the paretic arm were increased

in symmetrical bilateral movements, at the expense of deteriorated performance

of the non-paretic arm, such as longer movement time and lower peak veloc-

ity [84, 85]. This inter-arm coupling implies that the paretic arm may improve

its motor function by moving with the non-paretic arm in effective bilateral

training therapies. Improved motor function of paretic arms has been reported

in therapy with symmetrical exercises (e.g., Bobath neuro-developmental ap-

proach), simultaneous and mirror upper-limb activities, and other bilateral

training [86, 87, 88, 89, 90]. However, other research argues that bilateral train-

ing provided no more facilitation than alternative therapies [91, 92].

As a results, this study aims at investigating the effect of inter-arm coupling

on the arm movement of healthy subjects and stroke patients. To evaluate

the behavior differences between arms and the arm behavior change in uniman-

ual and bimanual movements, this research introduces a method for quantifying

the similarity between two recorded arm movements. The proposed quantitative

approach is independent of the task and its associated kinematic and dynamic
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variables (e.g., joint angles, velocities, forces, torques, etc.), and is applicable

to both in-phase and anti-phase bimanual movements as well as unimanual

movements. The inter-arm comparisons provide insight into motor control dif-

ferences between arms with higher and lower motor function, particularly in

chronic stroke patients.

1.2.2 Surgical Robot System

The control of the surgical robot system can also benefit from the proposed research.

Raven IV is a new generation of surgical robotic systems that includes four articulated

arms. consists of two pairs of surgical robotic arms. The pairs are mirror images of

each other, which results in symmetric kinematics. Each arm has seven degrees

of freedom (DOFs): six DOFs for positioning and orienting the end-effector and

one for opening and closing the end-effector. As shown in Fig. 1.3, it allows two

surgeons to collaborate using two surgical consoles that are located either next to

the patient or at two remote locations. Raven IV is the second generation of Raven

I [?]-[?]. The kinematic optimization of Raven I was based on the analysis of the

workspace of a single arm [?, ?]. Several major structural changes were made to

minimize the foot print of the individual robotic arm including the following: (1)

All the actuators located on the base of the robot are mounted on top of the base

allowing to move the base closer to the patient body; (2) the detention of actuation

pack was reduced (3) The link length were change base on the reported results (4)

the tensioning mechanisms of the cables were relocated in the base plate to provide

better access and solid performances; (5) a universal tool interface was design to

accept surgical robotics tools from different vendors (6) A unique tool with a dual

wrist joints was designed an incorporated into the system.

The proposed research aims at improving the control of the surgical robot system

from the following two perspectives:

• The Raven robot arm has a robotic joints and links of different sizes and weights.

The first three links that are responsible for positioning in large motion range

have large sizes and heavy weights and therefore are considered as the macro-

structure. The rest links of the Raven arms that insert to body and operate

in relatively smaller ranges are considered as the micro-structure, due to their

small sizes and light weights. From the energy consumption perspective, the

motion control strategy for the surgical robot arms is expected to move the
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Figure 1.3: Raven IV Surgical Robot System - CAD rendering of the four Raven
arms interacting with the patient. The workspace is marked as transparent cones.
Intersecting cones identify a shared workspace. Note that most of the actuators were
removed from the base of each arm to expose to the rest of the arms and the shared
workspace.

macro-structure less on the premise that the task can be successfully complete

with satisfactory performance. Regarding the dexterity of the end-effector, the

macro-structure should be controlled so that the focus of the manipulation task

have high probability to reside in the dexterous workspace of micro-structure

(Fig. 1.4).

The motion control strategy for controlling robotic manipulator with macro-

and micro-structure can be inspired by hand-arm coordination in reach-to-grasp

movements. In the context of reach-to-grasp movements, one way to segment

the macro/micro structures refers to the arm as a macro mechanism and the

hand as a micro mechanism. As such, the arm as a gross positioner is manip-

ulable to maximize the dexterity of the hand as the micro manipulator which

is responsible for accomplishing the task [93, 94]. To adjust the hand orienta-

tion, since the motion of the upper arm (macro) and the pronation-supination

angle of the forearm (micro) can serve the same purpose, it is more energy-

efficient to adjust the pronation-supination angle of the forearm as opposed to
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Figure 1.4: Separation of macro and micro structure in a robotic manipulator.

moving the shoulder joint for arm posture change if the target orientation is

within the range of motion of the forearm. In this research, the analysis of the

task-relevance of arm joints, which measures how much each joint contributes

to satisfy the goal of the task, will reveal the control strategy of macro- and

micro-structure coordination.

• Maximizing Dexterous Workspace and Optimal Port Placement of a Multi-Arm

Surgical Robot.

This research effort aims to configure the link architecture of each robotic arm,

along with the position and orientation of the four bases which dictates the

port placement and configuration with respect to the patient body. The com-

mon workspace reachable by all four robotic arms is optimized given a total of

2.3X1010 possible system configurations resulted from seven different param-

eters. Based on the kinematic analysis of the Raven surgical robot arms, the

common workspace is optimized by adjusting the link lengths, the port spacing

and the base orientations within practical ranges of each parameter. The cost

function of the optimization involves the mechanism isotropy and a proposed

dexterity performance index (i.e. the Area-circumference ratio).

1.3 Structure of the Dissertation

In the rest of the dissertation, Chapter 2 will review the state of the art, including the

control strategies of human arm movements and kinematic redundant manipulator.

The research efforts on the human-machine interface of surgical robot systems and
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the coordination of macro- and micro-structures of the robotic manipulators are also

addressed, as well as the neural mechanism underlying the stroke rehabilitation using

bilateral training therapy. After introducing the experimental data collection and

data processing methods in Chapter 3, Chapter 4 to ?? will present the investigation

regarding the four research questions. Chapter 4 proposed a method to synthesize

multiple control criteria to provide real-time arm posture prediction with improved

accuracy, and to evaluate the contribution of each component motion control crite-

ria. Chapter 5 investigate the synergetic hand-arm coordination, which results in a

control strategy that coordinates the macro- and micro-structures of a robotic manip-

ulator based on the amount of usage of each degrees of freedom. Chapter 6 studies

the effect of inter-arm coupling on the symmetric bimanual movements of healthy

subject and stroke patients, which support the efficacy of bilateral training therapy

on stroke rehabilitation. Discussion and conclusions on the four research topics are

presented in Chapter 7. The appendix presents (1) a biological-based redundancy

resolution method for arm posture prediction, which is one of five candidate arm

posture prediction criteria (see Appendix I); (2) the detailed mathematics of the pro-

posed exponential method, which is used to synthesize the five candidate arm posture

prediction criteria and to infer the contribution of each component criterion (see Ap-

pendix II); (3) the fundamental work on analysis of the manipulability of multiple-link

planner manipulators (see Appendix III); and (4) design optimization of multi-arm

surgical robot system, which results in configuration parameters that maximize the

manipulation dexterity (see Appendix IV).
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Chapter 2

Literature Review

This chapter introduce the state of arts regarding the synergy of human arms and

wearable robot systems. After introducing the research and design progress on the

upper limb exoskeleton and the surgical robot systems, this chapter will present the

existing research efforts on (1) the kinematically redundancy resolution method for

robotic manipulator control, (2) the redundancy resolution criteria for arm posture

prediction, (3) the control strategies for coordinating the macro- and micro-structures

of robotic manipulators, as well as (4) the neural mechanism of bilateral training.

2.1 Upper Limb Exoskeleton

Integrated human-robotic systems are superior to any autonomous robotic systems

in unstructured environments that demands significant adaptation. For power aug-

mentation, the exoskeleton systems are designed for both the upper limb and lower

limb [95].

The upper limb exoskeletons, which are also known as assist devices or human

power extenders, are mainly built for power augmentation in the manipulations of

heavy and bulky objects. They are mostly used for factory floors, warehouse, and

distribution centers, and therefore are hung from overhead cranes. An upper limb

exoskeleton can simulate the forces on a worker’s arms and torso, which are usually

much smaller than the forces needed to maneuver a load. When a worker uses an

upper-extremity exoskeleton to move a load, the device bears the bulk of the weight

by itself. The worker can sense a feedback which is scaled-down value of the load’s

actual weight and adjust manipulative movements accordingly. These assist devices
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can filter out the forces that increase the difficulty of maneuvering and/or cause

fatigue. In some cases, the exoskeletons are programmed to follow a pre-planned

trajectory.

Existing upper limb exoskeletons are mostly designed based using compliance

control schemes that relied on the measurement of interaction force between the

human and the machine [96, 97, 98, 99]. Various experimental systems have been

designed to verify the theories, such as a two-handed upper limb exoskeleton where

artificially create friction forces between the load and the arms allow for grasping

objects [100], and an one-handed upper limb exoskeleton where a griper allow for

grasping of heavy objects [101].

2.1.1 The Challenges in the Control of Upper Exoskeleton

The exoskeletons are expected to shadow the wearer’s voluntary and involuntary

movements without delay and hinderance. This requests a high level of sensitivity in

response to all forces and torques on the exoskeleton, particularly the forces imposed

by the operator, which is in conflict with the control of science’s goal of minimizing

system sensitivity in a closed-loop feedback system. The exoskeleton with a low

sensitivity would not move freely with its operator, whereas an exoskeleton with high

sensitivity will be much responsive to external forces and torques, instead of the

operator’s voluntary movements. In addition, the system with high sensitivity to

external forces and torques are not robust to variations and therefore the precision

of the system performance wil be proportional to the precision of the exoskeleton

dynamic model.

2.1.2 Upper Limb Exoskeletons for Robot-assisted Stroke

Rehabilitation

Recently research results have demonstrated that robotic devices can deliver effec-

tive rehabilitation therapies to patients suffering from the chronic neuromuscular

disorders [2, 3, 102]. MIT-MANUS is one of the successful rehabilitation robots

which adopted back-drivable hardware and impedance control as a robot control sys-

tem [103]. ARMin is a 7-DOF upper limb exoskeleton developed in ETH Zurich and

the University of Zurich. This robot provides visual, acoustic and haptic interfaces

together with cooperative control strategies to facilitate the patient’s active participa-
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tion in the game. The lengths of the upper arm, lower arm, hand and the height of the

device are adjustable to accommodate patients of different sizes. The rehabilitation

site and robotic system are wheelchair accessible. Pneu-WREX is a 6-DOF exoskele-

ton robot developed in UC Irvine. This robotic system adopted pneumatic actua-

tors [104]. Although the pneumatic actuator is harder to control due to its non-linear

characteristics, it produces relatively large forces with a low on-board weigh [105].

The robot interacts with the virtual-reality game T-WREX based on a Java Ther-

apy 2.0 software system [104, 104]. Arizona State University researchers developed

a robotic arm, RUPERT (Robotic Upper Extremity Repetitive Therapy) targeting

cost-effective and light-weight stroke patient rehabilitation [106, 107]. The device pro-

vides the patient with assistive force to facilitate fluid and natural arm movements

essential for the activities of daily living. The controller for the pneumatic muscles

can be programmed for each user to improve their arm and hand flexibility, as well

as strength by providing a repetitive exercise pattern. In our previous work [108], the

seven-DOF exoskeleton robot UL-EXO7 [109, 2, 110] was exploited as a core mechan-

ical system for the long-term clinical trial of the bilateral and unilateral rehabilitation

program. The controllers equipped in UL-EXO7 provided the assistive force to help

patients make the natural arm posture based on the work in [18, 28]. For the objec-

tive and fine-scale rehabilitation assessment, a new assessment metric, an efficiency

index, was introduced to tell the therapist how close the patient’s arm movements

are to the normal subject’s arm movements.

2.2 Surgical Robot Systems

The recent introduction of surgical robotics into the operating room offers a significant

breakthrough in the way surgery is conducted. It combines technological and clinical

breakthroughs in developing new robotic systems and surgical techniques to improve

the quality and outcome of surgery. The promise of surgical robotics is to deliver high

levels of dexterity and vision to anatomical structures that cannot be approached by

the surgeon’s fingers and viewed directly by the surgeon’s eyes, while simultaneously

minimizing the impact and trauma to the tissue surrounding the surgical site. Making

this technology available to surgeons has led to the development of new surgical

techniques that would otherwise be impossible.
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2.2.1 The Human-Machine Interface of Surgical Robot Sys-

tems

Two human-machine interfaces are established with the introduction of a surgical

robotic system: the surgeon-robot interface (S-R) and the patient-robot interface (R-

P). Each has a unique set of requirements that dictates its design capabilities and

functions. These two interfaces may be used to classify the various surgical robotic

systems as depicted in Fig. 2.1.

Figure 2.1: Classification of surgical robotic systems based on a Surgeon-Robot (S-R)
interface (horizontal axis) defining the level of automation and a Robot-Patient (R-P)
interface dictating the level of invasiveness (vertical axis).

The S-R interface is defined by a wide spectrum of control levels provided to the

surgeon over the surgical robotic system (Figure 1 - horizontal axis). Assuming a cer-

tain level of control required to complete a task, this control level can be distributed

between the human operator and the robotic system at different ratios. The distri-

bution of the control level between the surgeon and the robotic system defines the

level of automation allocated for the task. The level of automation is bounded by
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two extreme scenarios. In a fully autonomous mode of operation, the surgical robot

executes a predefined trajectory, maintaining full control over the execution of a plan

that was predefined by the surgeon. The surgeon initiates the execution of the process

and monitors its progress. Other than to terminate the procedure in case of emer-

gency, the surgeon will not be able to change the preoperative planning during its

execution. In a full surgeon control mode of operation any movement of the surgical

robotic system is in direct response to a real time position command input provided

by the surgeon. The system architecture used to enable this approach is teleoper-

ation, utilizing a master/slave configuration. The master is defined as the surgical

console and the salve serves as the surgical robot itself interacting with the patient’s

tissue through the surgical tools. The teleoperation architecture brings the surgeon

back into the surgical scene to control and execute every motion of the surgical robot.

The level of automation incorporated into a robotic surgical procedure varies

widely, and is defined by the how the surgical task is shared between the robotic

system and the surgeon. At one end of the spectrum, the surgical procedure may be

broken down into sub tasks and selected subtasks can be automated. At the other

end of the spectrum, an effort is made to develop a control strategy in which both

the surgeon and the robot hold a set of surgical tools simultaneously and collaborate

during the surgical procedure.

The robot-patient (R-P) interface determines the level of invasiveness (see Fig. 2.1

- vertical axis). The level of invasiveness spectrum spans across a range of surgical

approaches including (1) the invasive open-procedure approach, which requires a large

incision to expose the targeted anatomy, (2) variations of minimally invasive surgical

approaches with a gradual reduction of invasiveness, such as multiple tools inserted

through ports, NOTES, catheters and needles and a noninvasive approach in which

energy (radiation) is provided by an external source to a localized space to provide a

localized therapy. As the level of invasiveness decreases, the level of manipulation also

decreases and, as a result, the surgeon has fewer degrees of freedom to mechanically

manipulate the tissues.

As depicted in Fig. 2.1, most of the systems are either fully tele-operated by the

surgeon [add ref] or run autonomously executing preplanned trajectories [add ref].

The space between these two extreme scenarios in which the surgeon collaborate with

the surgical robotic system and share control is lightly populated [add ref]. In general,

some current research efforts in the field focused on operating the surgical robot in a

collaborative fashion utilizing autonomy and supervisory control along with a parallel
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efforts to reduce the size of the robot’s end effector and the foot print of the surgical

robot as a whole.

2.2.2 Challenges in the Design of Multi-arm Surgical Robot

Systems

Surgical procedures are traditionally performed by two or more surgeons, along with

staff nurses. The collaborative effort of two or more surgeons is a derivative of the

high cognitive and manual loads introduced by the surgical procedure itself. With

the introduction of a surgical robot into the operating room, the dynamics between

the primary and assisting surgeons changed significantly. The primary surgeon, who

controls the surgical robot, is immersed in a surgical console and is physically removed

from the surgical site itself, while the assistant is usually located next to the patient

and holds another set of non robotic surgical tools. Reproducing the interaction

of two surgeons with the surgical site using a surgical robotic system requires at

least four robotics arms and two stereo cameras rendering the surgical site. Once

multiple robotic arms were introduced several operational modes are available in

which each pair of arms can be under full human control or under semi autonomous

mode (supervisory control).

In spite of the advantages the introduction of multiple robotic arms into a rela-

tively small space presents a challenge. From the operational perspective the need is

to maximize the common workspace that is accessible by the end effectors of all four

arms. This common workspace must overlap the surgical site dictated by the patient

internal anatomy. Increasing the common workspace may lead to a larger robotic

arms that may result in patient-robot or robot-robot collisions.

Other Previous research efforts mainly focused on the design of port placement for

cardiac procedures while using several existing robotic arm architectures such as the

Zeus [111, 112] or DaVinci [113, 114] or a similar four bar mechanism [115] inserted

between the ribs. With the introduction of four robotic arms, a new optimization

approach is required for designing the size and the shape of the common workspace

of the four robotic arms while ensuring the kinematic performance of each robotic

arm. The scope of this research effort is a kinematic optimization of the surgical

robotic arms in terms of their structural configurations as well as their positions

(port placement) and orientations with respect to the patient.
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2.3 Kinematically Redundancy Resolution Meth-

ods for Robotic Manipulator Control

2.3.1 Robotic Manipulators with Kinematic Redundancy

A kinematically redundant robotic manipulator processes more degrees of freedom

(DOFs) than those strictly required by its task. As a result, the redundancy of a

manipulator is a task-based characteristics rather than an inherent property. Since

only six DOFs are needed to fully specify the position and orientation of an object

in a three-dimensional (3D) workspace, a robotic manipulator with seven DOFs are

definitely kinematically redundant with respect to tasks in such a workspace.

The kinematic redundancy is a beneficial characteristics of a robotic manipu-

lator. The fault tolerant properties of the kinematical redundancy [116] is an at-

tractive characteristics for the robotic arms working at distant and/or hazardous

locations [117, 118, 119]. Traditionally, robotic manipulators has been utilizing the

kinematic redundancy to sustain in the presence of the joint failures such as free-

swinging joint failures [120] or locked joint failures [121]. A redundant manipulator

is able to compensate the the failure of some of its joints with the extra degree of

freedom, being affected by reduced manipulability in the workspace instead of losing

the control of its end-effector [122].

Besides the advantage of failure tolerance, the kinematic redundancy enables the

robotic manipulator with improved manipulability. The improved dexterity may help

with avoiding singularities, joint limits, as well as obstacles in the workspace [123,

124], in addition to completing the main task. Moreover, the kinematic redundancy

can be employed in controlling a manipulator’s postures [125], the impulsive force

and rebounded effects [126], and the joint torque [127], and optimizing the motions

for proper performance indices.

The design and control of the redundant robotic manipulators have been inspired

by the control of articulated biological limbs. A human-arm-like manipulator, or an

upper limb exoskeleton that consists of seven degree of freedom can be controlled

according to the control strategy of human arm movements. The hyper-redundant

manipulators [128, 129] intend to imitate the morphology of various biological limbs

swan’s necks [130], snakes [131], elephant trunks [132] and tentacles [133]. The highly

articulated structures that process a large or infinite number of degrees of freedom

results in enhanced dexterity for operations in congested environments and there-
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fore are capable to rendering highly sophisticated movements. Observations on the

motions of the biological systems have shown that the hyper-redundancy perform

relatively restricted movements, which can be described with simple parameters and

be governed by simple control algorithms.

2.3.2 Redundancy Resolution at Different Levels

By resolving the inverse kinematics problem, a mathematically relation is derived

between the joint-space configuration and the task-space specification of a redundant

manipulator. Given the joint-space coordinate vector θ and the task-space coordinate

vector x, the relation between the joint-space and task-space can be expressed by the

different levels of kinematics.

• At the position level, the relation is expressed by the direct kinematics:

x = T (θ) (2.1)

where T is a nonlinear vector function.

• At the velocity level, the relation is expressed by the first-order differential

kinematics:

ẋ = J(θ)θ̇ (2.2)

Where ẋ is the task-space velocity vector, θ̇ is the joint space velocity vector,

J(θ) is the M ×N analytical Jacobian.

• At the acceleration level, the relation is expressed by the second-order differen-

tial kinematics:

ẍ = J(θ)θ̈ + J̇(θ, θ̇)θ̇ (2.3)

Most of the inverse kinematics problems express the input in form of a reference

velocity or acceleration. Therefore, the redundancy resolutions are mostly proposed
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at the velocity or acceleration level. For a time-varying task, the inverse kinematics

are preferred to be resolved analytically.

The redundancy resolutions at the velocity level are of two types: the exact and

the approximate solutions. For an under-determined system described by Eq. (2.2),

a least-squares solution that minimizes the Euclidian norm of joint velocity vector is

an exact solution, while the damped least squares method provides an approximate

solution. The computation of joint accelerations is required when controlling the

dynamics of a robotic manipulator, such as in the case of compliant control. As a

result, kinematic redundancy should be resolved at the acceleration level.

The exact and approximate redundancy resolution at the acceleration level can

be derived in a similar way. The resulted redundancy resolutions minimize the norm

of the joint acceleration vector ẍ. Unlike the kinematic redundancy resolutions at

velocity level, the redundancy resolutions at acceleration level may be internally in-

stabile [134], which is due to the instability of the zero dynamics given the formulation

in Eq. (2.3). The pseudo-inverse solution at velocity level results in a minimum norm

velocity solution, which does not have any null space component, while the pseudo-

inverse solution at the acceleration level generates a minimum norm acceleration

solution, which does not guarantee the elimination of the null space component of

the velocity. This zero dynamics problem can be resolved by requiring the symbolic

expression of the derivative of the pseudo-inverse of the Jacobian matrix at a cost of

large amount of computation [135]. A alternative method combines the computational

efficiency with stabilization of internal motion [39].

The kinematic redundancy can also be resolved in the framework of configura-

tion control. In this framework, additional task requirement are integrated in the

Jacobian matrix. The possible additional task requirements can reflect desirable

kinematic characteristics of manipulator such as posture control, joint limiting, and

obstacle avoidance, if the redundancy is resolved at velocity level. Similarly, dynamic

task requirements (e.g., contact forces, inertia control, etc) can be introduced to the

redundancy resolutions at acceleration level [136].

2.3.3 General Resolution to Inverse Kinematics

In general, the inverse kinematics formulated in Eq. (2.2) or Eq. (2.3) can be resolved

using the pseudo-inverse method. the pseudo-inverse of the Jacobian matrix J , de-

noted by J†, satisfies the Moore-Penrose conditions described by Equations (10.71)
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to (10.74).

JJ†J = J (2.4)

J†JJ† = J† (2.5)

(JJ†)T = JJ† (2.6)

(J†J)T = J†J (2.7)

For the low-rectangular and full-rank Jacobian, the pseudo-inverse can be com-

puted as:

J† = JT (JJT )−1 (2.8)

The resulted general solution to Eq. (2.2) can be written as:

θ̇ = J†ẋ+ (I − J†J)θ̇0 (2.9)

Eq. (2.9) provides all the least square solution to the end-effector task constraint

at velocity level. It minimizes ||ẋ − Jθ̇||. In other words, if J is low-rectangular

and full-rank, all joint velocities given by Eq. (2.9) exactly realize the assigned task

velocity. I − J†J represents the orthogonal projection matrix in the null space of J ,

and θ̇0 is an arbitrary joint space velocity. Indeed, the (I − J†J)θ̇0 is the null-space

velocity. By acting on θ̇0, one can still obtain different joint velocities that give the

same end-effector task velocity. Note that the particular solution obtained by θ̇0 = 0

provides the least square solution of Eq. (2.9) and is known as pseudo-inverse solution.

The least square solution quantifies the accuracy of the end-effector.

With regards to the second order kinematics in Eq. (2.3), the least square solution

can be expressed as

θ̈ = J†(ẍ− J̇ θ̇) + (I − J†J)θ̈0 (2.10)

where θ̈0 is an arbitrary joint space acceleration. The particular solution for θ̈0 = 0

gives the acceleration vector with minimized Euclidian norm.

Singular value decomposition (SVD) can be applied to the pseudo-inverse matrix
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J† to investigate the singularity robustness of the pseudo-inverse solution. By singular

value decomposition, J† can be expressed as:

J† = V ΣUT =
R∑
i=1

1

σ
viu

T
i (2.11)

Where R is the rank of the Jacobian matrix, and σ1 ≥ σ2 ≥ · · · ≥ σR ≥ 0.

Relating Eq. (2.11) with Eq. (2.9), it can be found that the task velocity is first

decomposed along ui and then reconstructed along vi. A scaling factor of 1
σi

is applied

between decomposition and reconstruction. When a singularity is approached, the

R-th singular value tends to zero and 1
σR

tends to infinite. Therefore, excessive joint-

space velocities are required in the neighborhood of singularity. Particularly at the

singularity point, the joint space solution is discontinuous.

2.3.4 Task-based Redundancy Resolution

For given task, the Jacobian matrix consisting of the mechanical constraints can be

augmented by the task-dependent constraints [137, 13, 14]. By extending the Jaco-

bian matrix, the freedom of the under-determined system is reduced and the inverse

kinematics may be resolved as controlling a non-redundant manipulator. Note that

to fully eliminate the redundancy, the dimension of the additional task constraints

should be equal to the degree of redundancy. The augmentation of Jacobian matrix

may introduce artificial singularities in a addition to the inherent singularity of the

mechanical system. Since it is hard to analytically distinguish the artificial singu-

larity introduced by the task-based augmentation from the inherent singularity, the

solution based on the inverse of the augmented Jacobian may result in instability

near a singular configuration. A singularity robust and task prioritized formulation

was proposed, using the weighted damped least square method at the velocity level.

Under the framework of configuration control, the solution is given by

ẍ− J̇ θ̇ = Jθ̈ (2.12)

This method aims to minimize the cost function of ĖT
e WeĖe + ĖT

c WcĖc + θ̇TWvθ̇,

where We(m×m), Wc(k× k) and Wv(n× n) are diagonal positive-definite weighting
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matrices that assign priority between the main task, additional task and the singu-

larity robustness task. Ėe = ẋ − ẋd and Ėc = ż − żd are the n-dimensional and

k-dimensional vectors representing the residual velocity errors of the main task and

the additional task. This method does not have the restrictions on the dimensions of

the additional task, comparing to method of augmented Jacobian matrix,

2.3.5 Performance-based Redundancy Resolution

For kinematically redundancy manipulators, the inverse kinematics problem admits

an infinite number of solutions such that a criterion to select one of them is needed.

Hence, the redundancy resolution can be considered from the perspective of optimiza-

tion at the velocity level of kinematics and multiple performance indices are available

to serve as the optimization criterion.

Performance indices Formula Comments

Determinant of Jacobian
(1984)

wn =
√
JJT Uniformity of the torque-velocity

gain
Condition number (1982) κ = σmax

σmin
Variance in velocity/force trans-
mission

Isotropy (1987) Iso = σmin

σmax
same as condition number

Min eigen-value of Jaco-
bian (1987)

Iso = σmin

σmax
Efficiency of force/velocity trans-
mission

Dynamic Manipulability
(1985)

G = J−TMJ−1 Uniformity of this torque-
acceleration gain

Distance from singularity
(1987)

H =
∣∣∏p

i ∆i

∣∣1/p Related to manipulability by
wn =

√∑p
i ∆i

Acceleration radius (1988) τ = M(θ̈) + C(θ, θ̇)θ̇ acceleration capability of the
end-effector

Force transmission ratio
(1988)

α = [(uT (JJT )u]1/2 Force gain along task-
compatibility direction

Velocity transmission ra-
tio (1988)

β = [uT (JJT )−1u]1/2 Velocity along task-
compatibility direction

Min Jerk model (1984) min(∂
3x

∂t3 ) Motion smoothness

Min (commanded) torque-
change (1985,1989)

min(∂τ∂x ) Motion smoothness

Min work model (1983) min(W ) Energy
Min variance model
(1989)

min[var(x− xd)] Task accuracy

Table 2.1: Performance Indices Used for Redundant Robotic Manipulator Control
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Manipulability

The motivation to study manipulability of robots comes from the fact that, in order

to perform an end-effector twist or to withstand a wrench acting on the end-effector,

the velocities and the efforts at the actuators are, in general, greater at configurations

close to singularities. At singular configuration, some twists cannot be executed and

some wrenches can only be passively resisted by the manipulator. Therefore, main-

taining a manipulator away from singularities is convenient to general task execution.

By defining the manipulability as the distance from the singularity, the Jacobian

matrix J (or the matrices JJT when J is a low-rectangular matrix) has been the ob-

ject of study to characterize manipulability, which implicitly indicate the proximity

of a configuration to a singularity. Many performance indices have been proposed

to characterize the manipulability performance, including the condition number, the

isotropy, the minimum singular value of Jacobian, the minimum eigenvalue of the Ja-

cobian and the determinant of Jacobian. Due to the fact that by normalization, the

determinant of Jacobian is invariant with respect to changes of reference frame, which

make this performance indices the most popular one as measurement of manipulabil-

ity. Note that there are other proposed performance indices for the characterization

of manipulability, on the premise of defining the manipulability as the manipulability

as the properties of the forward kinematic map between joint space and task space.

For example, [138] interpreted the manipulability as how closely the forward kine-

matic map of a manipulator approximates an isometry whereas [139] regarded the

manipulability as the efficiency of the velocity and force transmission between the

joint space and task space as certain configuration of the manipulator.

For robots with only one type of joints and for one type of tasks, the transfor-

mation of velocities (forces) can be characterized by a comparison of the end-effector

velocity (wrench) produced by unit joint velocities (torques) [140]. Therefore, the

manipulability can be analytically represented by velocity (force) ellipsoid.

Considering the joint velocities contained in the unit sphere of the joint velocity

space, such that

θ̇T θ̇ ≤ 1 (2.13)

It can be shown that the corresponding velocities in the task space are defined by
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ẋT (JJT )−1ẋ ≤ 1 (2.14)

The velocity ellipsoid is useful for analyzing the velocity transmission performance

of the robot. The principle axes of the ellipsoid are given by the vector of Ui, which

are the eigen-vectors of JJT . The length of the principle axes are determined by

the singular value σi of J . The optimum direction to generate velocity is along the

major axis where the transmission ratio is maximized. Conversely, the velocity is

most accurately controlled along the minor axis. The volume of the velocity ellipsoid

of a robot gives a measurement of its capacity to generate velocity. Consequently,

According to the duality of the velocity and force transmission, the the capacity

of force transmission can also be represented by the force ellipsoid. The principle axes

of the force ellipsoid coincide those of the velocity ellipsoid. The length of a principle

axis of the force ellipsoid is reciprocal of that of the velocity ellipsoid in the same

direction.

• Determinant of Jacobian

Based on the construction of manipulability ellipsoid, the velocity manipulabil-

ity of the robot can be defined as:

wn(θ) =
√
det[J(θ)JT (θ)] (2.15)

Since the motion are caused by forces and torques acting on rigid body, it

seems reasonable to formulate performance indices that takes into account the

inertial proporties of the mechanism. Asada [15] proposed the generalized-

inertia ellipsoid (GIE), as the ellipsoid defined by

GIE = J−TMJ−1 (2.16)

where M denotes the inertia matrix of the manipulator and J is the Jacobian

matrix.
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Based on the generalized-inertia ellipsoid, Yoshikawa [16] further defined a cor-

responding dynamic manipulability measure as

wd(θ) = det[JM−1(JM−1)T ] (2.17)

Note that wd measures the uniformity of this torque-acceleration gain, whereas

GIE characterizes the inverse of this gain. If a human operator were holding

the end-effector and attempting to move it about, the GIE would measure the

resistance of the robot to this end-effector motion.

• Condition Number

Salisbury and Craig [141] introduced the concept of dexterity when working on

the design of articulated hands. As demonstrated by the velocity/force ellipsoid,

the Jacobian matrix distorts the velocity/force inputs that are uniformly applied

towards all the directions joint space into an ellipsoidal outputs in the end-

effector space. The condition number is used to describe the distortion in the

velocity and force transmission. Along the direction of major semi-axis of the

ellipsoid, disturbance in the joint space will result in larger error of end-effector

in the task space. Therefore, the condition number also measures the ability of

error propagation of a mechanism at some kinematical configuration.

The condition can be computed in more than one ways. One of the computation

defined the condition number as the ratio of the largest singular value (σM)

to the smallest singular value σm of the Jacobian. This definition of condition

number implies intensive computation for all the singular values of the Jacobian

matrix J and can not be conducted analytically.

κ2 =
σM

σm

(2.18)

The computation of condition number in Eq. (2.18) is applicable to both rect-

angular matrices and square matrices. Particularly for square matrices, the

condition number can be defined in a more general way as
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κ(A) = ||A|| · ||A||−1 (2.19)

where

||J || =

 i
max

(σi) for 2− norm√
1
n
tr(JJT ) =

√
1
n
tr(JTJ) for weighted matrix Frobenius norm

(2.20)

Note that the computation of the weighted matrix Frobenius norm ||J ||F does

not require the knowledge of all the singular values. It produces the root-mean-

square (RMS) value of set of the singular values, regardless of the number of rows

and columns of the Jacobian matrix. Based on the weighted matrix Frobenius

norm, a Frobenius condition number can be defined as

κF (J) =
1

n

√
tr(JJT )

√
tr[(JJT )−1]

=
1

n

√
tr(JTJ)

√
tr[(JTJ)−1] (2.21)

which can be computed analytically.

The analytical computation of the condition number brings about great ad-

vantage in robotic design. The differentiable Kf (·) can be used in gradient-

dependent optimization methods, which are much faster than direct methods

based only on function evaluation. In robot control, real-time computation of

Kf (·) can be conducted by matrix inversion. The computational burden of

singular values are avoided.

• Isotropy

Iso =
1

κ(J)
(2.22)

Kinematic isotropy Iso is defined by [142] as defined as the reciprocal of its min
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condition number κJ , which denotes the singular values of the Jacobian matrix

are all identical and non zero at certain kinematically possible configuration.

Similar to the condition number, the concept of isotropy is applicable to both

the square Jacobian matrices and rectangular Jacobian matrices [143]. Robotic

manipulators with serial [144] and parallel structure [145] can use the isotropy

as a conditioning index for performance measurement, as well as the guideline

of control and design.

• Task Compatibility

align the main axis of the velocity/force ellipsoid along the task direction [125].

• Acceleration Radius

The acceleration radius is initially proposed to measure the minimum accel-

eration capability of the end-effector in arbitrary directions, for given torque

bounds on the actuators [146]. Specifically, given the dynamic equations for a

serial chain in the form

τ = M(θ̈) + C(θ, θ̇)θ̇ (2.23)

in which M is the inertia matrix and C(θ, θ̇) is the matrix mapping the joint-

rate vector to the vector of Coriolis and centrifugal in the joint space. Moreover,

the actuator are assumed to have joint torque limits of the form

τmin ≤ τ ≤ τmax (2.24)

where the lower and upper limits τmin and τmax are constant or functions of

the manipulator posture θ. The end-effector twist rate, denoted as ṫ, can be

expressed as

ṫ = J(θ)θ̈ + J(θ, θ̇)θ̇ (2.25)

where J(θ, θ̇) is the Jacobian matrix time-derivative.
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Under the assumption that J(θ) is nonsingular, one can write

θ̈ = J(θ)−1ṫ− J(θ)J(θ, t) (2.26)

substituting the above expression into the Eq. (2.23) leads to

τ(θ, t, ṫ) = M
′
ṫ− C

′
(θ, t) (2.27)

where

M
′

= M(θ)J(θ)−1 (2.28)

C
′

= [C(θ, t)−M(θ)J(θ)−1J̇(θ, t)]J−1(θ) (2.29)

Hence for a given state (θ, θ̇) and the limits of torques as Eq. (2.24), a polytope

in the twist-rate space is defined.

In [146], the acceleration radius is defined as the largest sphere centered at the

origin that is constrained in this polytope; the radius reflects the minimum

guaranteed end-effector acceleration in arbitrary directions. This concept is

applied to measure the end-effector acceleration radius. In [147], this concept

is generalized to capture both the force and acceleration capabilities of the

end-effector, with a view to quantifying the worst-case dynamic performance

capability of a manipulator.

• Other Characterization of Manipulability

The various definitions of manipulability discussed above all refer to the same

qualitative feature of the ability of a robot to move and apply force in arbitrary

directions. A different viewpoint is taken in the work of Liegeois [148] and

Klein and Huang [149], where dexterity is quantified in terms of joint range

availability. The driving motivation here lies in that most robots have joint

limits; therefore, one should minimized the possibility of a joint reaching a

stop.

From a control perspective, Spong [150] shows that if the inertia matrix of
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a manipulability has a vanishing Riemannian curvature, there exists a set of

coordinates in which the equations of motion assume a particularly simple form.

The curvature of the inertia matrix also reflects the sensitivity of the dynamics

to certain robot parameters. Minimizing the curvature, therefore, is another

possible criterion for dexterity.

• Global Manipulability Indices

Available manipulability indices are generally proposed as local measurement.

They are useful for applications ranging from redundancy resolution to workspace

positioning, but for design applications, a global measurement may be more de-

sirable. One straightforward way of extending local measurements to global

ones is to integrate them over the allowable joint space. In [151], Gosselin and

Angeles integrate the Jacobian condition number over the workspace to de-

fine a global measurement, thereby producing a global conditioning index. For

the simpler cases of planar positioning, and spherical manipulators, the global

conditioning index was found to coincide with its local counterpart.

• Velocity ratio and mechanical advantage

Velocity ratio (VR) and mechanical advantage (MA) are performance measure-

ment for single-input-single-output mechanisms. The velocity ratio is the ratio

of the velocity applied to a mechanism to the acquired velocity that is moti-

vated by this input. Similarly, the mechanical advantage is the ratio of the

output force of a mechanism to the input force that motives this output. As

a performance measurement, the velocity ratio in a direction represents the

mechanism’s efficiency of moving in that direction, while the mechanical advan-

tage in a direction describes the mechanism’s ability of applying force in that

direction. For an ideal mechanism, the velocity ratio equals to its mechanical

advantage, indicating the fact that the input work equals to the output work

and the mechanism has no energy dissipation.

The concept of the velocity ratio and mechanical advantage can be naturally

extended to evaluate the performance of a multi-input-multi-output mechanical

system. When applied to redundant manipulator, the velocity ratio can be

defined as the ratio of the Euclidean norm of the end-effector velocity to the

norm of joint velocity, while the mechanical advantage can be defined as the

ratio of the end-effector force and moment vector norm to the joint torque vector
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norm [152].

2.4 Control Strategies of Human Arm Movements

2.4.1 Characteristics of human arm movements

Research on the characterization of human arm movements falls into two categories:

from the perspective of regularity, the movements of healthy human arms demon-

strate significant similarity when completing daily-life tasks, within and across hu-

man individuals; from the perspective of variability, it has be observed that the arm

movements of each human individual are not exactly the same even when repeating

the same task. These characteristics, namely regularity and variability universally

exist in human movement, including human arm movement. Both of them contribute

to the higher performance of the human arm, compared to that of existing robotic

arms.

Regularity in human arm movements

For decades, continuous research efforts on the regularity of human movements in-

tended to reveal the control strategy of the healthy human motor system. Posture-

based motion control strategies such as the Donders’ law, the Fitts’ law, the 2/3-power

law have been experimentally tested, which resulted in a category of postured-based

motion planning strategies.

• Donders’ law

According to Donders’ law, the central nervous system (CNS) chooses a unique

eye orientation for each gaze direction. When applied to human arm movements,

Donders’ law predicts that every position of the hand in 3D space naturally

corresponds to a unique posture of the arm, which can be parameterized by joint

angles at the shoulder and elbow. The unique pointing direction of the human

arm corresponding to a given hand position (denoted by r⃗) can be expressed by

a rotation axis n⃗ and a rotation angle α.

r⃗ = tan
α

2
n⃗ (2.30)
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However, there have been experimental results that contradicted Donders’ law.

The law is obeyed more strictly for pointing movements with straight arms than

for pointing movements with less restriction. According to Soechting et al [32],

the arm posture corresponding to a given hand location is not independent of

its previous posture. Furthermore, it has been confirmed that Donders’s law

is violated in some 3D space tasks [153]. The upper arm torsion varies widely

when the pointing target is specified, yet the variation of torsion can be reduced

by specifying the elbow angle. Note that while Donders’s law is partially valid

for reaching/pointing movements, it is generally invalidated by grasping experi-

ments [32, 33]. Due to the limited motion range at the wrist, the posture of the

upper arm is strongly affected by hand orientation and therefore the violation

of Donders’s law is significant. Without restricting the precise orientation of

the hand, Donders’ law might still be applicable to the arm motions [154].

• Fitts’ law

The Fitts’ law pointed out that the fast the pointing motion is conducted, the

less accurate the pointing could be [155]. It predicts that the time required to

rapidly move to a target area is a function of the distance to and the size of the

target. By extending the Shannons theorem, the Fitts’ law can be mathemati-

cally formulated as:

TM = a+ b log2(
2A

W
+ c) (2.31)

where TM is the movement time; A is distance between the initial position and

the target position; W is the width of the target, reflecting the accuracy of the

motion; a and b are device dependent constants; c is constant which takes 0,

0.5 or 1 for different variation of the Fitts law [156].

The Fitts’ law origins from the physical touching of the object with a hand or

a finger and is generally applicable to motion of feet, head-mounted sights, eye

gaze, as well as to human motion in virtual environments. The formulation of

Fitts’ law can be more complicated for better data fitting, yet models of less

complexity is preferred according to the philosophy of Occam’s razor [37]. Es-

sentially, all variations of Fitts’ law are about the trade-off between the motion

speed and motion accuracy.
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• The 2/3 Power Law

The 2/3 power law presents the invariant features of human motion by describ-

ing the relation between motion trajectories and motion velocity. Primitive

study on handwriting and drawing motion reveals the existence of the system-

atic relationship between the velocity of the end-effector and the geometric path

of the motion [157, 158]. This relationship was further quantified as 2/3 power

law, saying the angular velocity of the end-effector ω(t) is proportional to the

curvature of the end-effector trajectory k(t) such that

ω(t) = C1k
2
3 (t) (2.32)

Where C1 is constant. Given the fact that the radius r(t) is reciprocal of the

curvature k(t), the 2/3 power law can also be expressed as a function of the

linear velocity of the end-effector as:

v(t) = C2k
1
3 (t) (2.33)

where C2 is constant. The alternative expression of 2/3 power law is based on

the fact that the linear velocity of the end-effector v(t) is equal to the product

of angular velocity ω(t) and the radius r(t), i.e.,

v(t) = ω(t)r(t) (2.34)

The definition of the 2/3 power law implies that the data points on a natu-

ral human motion trajectory should fall on a straight line of slope 2/3, if the

angular velocity ω(t) and the curvature of trajectory k(t) are both plotted in

their logarithms. The test of the 2/3 power law are straightforward. The va-

lidity of this power law has been generally supported, with small derivations

at the exponent index and at the constant coefficient. Experimental results

demonstrates that the 1/3 at the exponent of Eq. (2.33) is more complied by

the motion with small amplitude. It is also noticed that the proportional co-
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efficient C1 in Eq. (2.32) may changes discontinuously with each new segment

motion is introduced, which results in the hypothesis that drawing movements

in 3D can be decomposed into piecewise planar end-effector trajectory. Fur-

ther derivations from the 2/3 power law depend on the change of curvatures

along a trajectory. In the experiments of tracking moving targets, The linear

velocity is slower than the prediction of 2/3 power during the path segments of

high curvature and faster than the prediction during the path segments of low

curvature [159].

Several hypotheses have been proposed to reveal the underlying mechanisms

that account for the 2/3 power law. One of the explanation suggests that the

velocity-curvature might result from the coupling of two independent harmonic

oscillators. Indeed, it can be shown that 2/3 power law is applicable to any

movement consisting of two orthogonal harmonic oscillation components. An

alternative explanation proposed that the 2/3 power law is due to the smooth-

ness of the motion. The 2/3 power law might be the side effect of jerk minimiza-

tion in the motion control. To summarize, the 2/3 power law that is consistent

with other control strategies tends to be a converging phenomena instead of

underlying principle.

The posture consistency in reaching movements of the human arm revealed by

the above arm motion laws results in a category of posture-based movement planning

strategies. These movement planning strategies assume that there exists an optimal

final posture for each target position at the end of the trajectory. This assumption

contradicts the prediction of trajectory-based movement planning strategies, which

may lead to various arm postures at the end of the trajectory. It was proposed that

posture-based strategies plan the movements at a kinematic level, while trajectory-

based strategies plan the movements at a dynamic level [160]. Other approaches of

combining movement planning at kinematic and dynamic levels with the posture at

the end of the trajectory are described in [161, 162]. The predictions of available

hypothesis, working individually or collaboratively, are not fully complied with the

natural motions generated by human arms, which implies necessity of hypothesis on

new motion strategies and on the way that multiple motion strategies are integrated.
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Variability in human arm movements

Variability is another universal characteristic of the motor control of human arm

movements [163, 164]. Early experimental studies (e.g. recording of hammering

movements by Bernstein [165]) in human motor control find that human movements

do not repeat in exactly the same way for the same task, even with intention. It

has been found that this variability can be used as a signature to distinguish skilled

from unskilled task performance. A lower level of the variability may indicate the

existence of control, while its absence may indicate diseases [166]. The redundancy

in the human motor system may contribute to the variability of human movements,

though it is not necessarily the source of the variability [167, 168, 25].

2.4.2 Redundancy resolution based on performance optimiza-

tion

By controlling redundant degrees of freedom, the resolution of inverse kinematics

or inverse dynamics can satisfy additional task-based constraints and/or achieve

an optimized performance. Existing research has considered performance optimiza-

tion from the perspectives of manipulability, energy consumption, smoothness of

movement, task accuracy and control complexity. Task-based redundancy resolu-

tions are more straightforward since the control of the extra DOFs can be generally

achieved by integrating the task-dependent constraints into an augmented Jacobian

matrix [137, 13, 14]. The redundancy resolutions based on performance optimization

tend to be more flexible, given that there are many performance indices in consider-

ation.

Manipulability performance

At a singular configuration, a manipulator can only execute motion and/or resist

wrenches in limited directions. Keeping the manipulator away from its singularities is

convenient for task operation in general, and this can be achieved either by mechanical

design and/or motion planning.

Manipulability was originally defined either as the distance from the singular-

ity [?], or as the efficiency of velocity/force transmission [139]. The Jacobian matrix,

denoted as J (or the matrix JJT if J is a lower-rectangular matrix), has been used

to quantify manipulability. Singular value decomposition (SVD) can be applied to
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the Jacobian matrix of manipulators, in order to construct the manipulability ellip-

soid [140]. Possible manipulability indices for performance optimization are mostly

based on the measures of the manipulability ellipsoid. The radii of the manipulability

ellipsoid are frequently considered, either for the maximum/minimum singular values,

or for their ratio (e.g., condition number [15], isotropy [142]). The determinant of

the Jacobian matrix or dynamic Jacobian is also considered, resulting in performance

indices such as manipulability and dynamic manipulability [16, 17].

The directions of the principle axes of the manipulability ellipsoid have rarely been

considered as manipulability performance indices. It is worth noting that the direction

of the principle axes indicate the movement efficiency of a manipulator configuration.

For a given uniform effort (measured by joint velocity) in all the applicable directions

in the joint space, the most efficient movement in task space is in the direction of the

major principle axis of the manipulability ellipsoid, while the least efficient movement

in task space is in the direction of the minor principle axis. With regards to global

manipulability, indices such as condition number, isotropy can be integrated for the

measurements of the workspace [151, 169].

Energy performance

Minimization of energy, either in joint space or task space, implies that the final arm

posture depends on both the initial arm posture and the trajectory. As a conse-

quence, the arm postures for a given 3D hand position are not unique. It has been

shown that energy minimization can not account for the average behavior of the

arm movement [170], of eye movements [171] and of some full-body movements (e.g.,

standing up from a chair [172]). However, the consideration of energy performance

can not be ruled out given the effects of dynamics. Instead, it should be integrated

into other performance considerations such as the smoothness of motion, which re-

duces energy consumption by penalizing joint torque [22, 23], muscle forces [172], or

time-derivatives of end-effector acceleration (i.e. jerk) [20, 21, 173, 37].

Smoothness of movement

The idea of optimization for the smoothness of movement was first introduced as

the minimization of jerk [20, 21], to account for the straight path and bell-shaped

velocity of task-space trajectories in reaching movements, as well as for trajectories of

”via-point” tasks, in which the hand is instructed to pass a sequence of positions. For
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arbitrary arm movements, minimizing the jerk along the trajectory accurately predict

the speed profile of the trajectory [173] compared to the 2/3 power law [157, 158, 159].

The minimization of jerk has been also extended to account for movements in grasping

tasks [37]. An alternative of jerk minimization in task space is to minimize the jerk

in the joint space [23].

Performance optimization for the smoothness of motion can also be achieved at

a dynamic level by minimizing the time-derivative of joint torque [22, 23]. This

minimization also accounts for the slight asymmetry observed in some via-point tasks,

which cannot be addressed by kinematic motion strategies that ignore the nonlinear

arm dynamics.

Task accuracy

Motor noise is considered to contribute to the variance of end-effector position across

repetitions of the same task. It is know that motor noise is dependent on control, with

its magnitude proportional to muscle activations [25, 174, 175]. As a consequence,

the choice of control signals will affect the variability of a movement.

Within an open-loop control framework, the control strategy of minimizing the

variance intends to optimize a sequence of muscle activations, for reduced variances in

the end-effector positions and improved task accuracy [171]. The minimum variance

model produces an accurate prediction of eye movements at the level of muscle activa-

tions, yet its prediction accuracy is not clear for human arm movements. Movements

with longer durations can not be addressed by minimum-variance control, since the

movement variability is strongly affected by sensory feedback, which is not considered

in open-loop control [176].

However, considering the universal existence of the motor noise in biological sys-

tems, it makes sense to assume that there exists a general control strategy so that

the relation between a trajectory and its velocity profile can be addressed.

Control complexity

Control strategies yield different performance in the presence of noise, even if the

averaged behavior is the same [?]. Optimal feedback controllers can resolve the re-

dundancy in real-time according to the minimum intervention principle: make no

effort to correct deviations away from the average behavior unless the task perfor-

mance is affected.
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As demonstrated in [25], the minimal intervention principle pushes the state vector

orthogonally to the redundant direction, in which performance is maintained and

corresponding states are equivalent to each other. In the redundant direction, which

has been quantified as an ”uncontrolled manifold”, the probability distribution of

observed states scatters in a wider range, compared to the non-redundant direction.

A wide range of behaviors [25, 165, 40, 177, 178] have provided evidence of the minimal

intervention principle.

Integrating multiple criteria for better arm posture prediction

Existing hypotheses, either working collaboratively or individually, have not been

able to fully predict the natural movements of human arms. However, the integration

of multiple hypotheses for better prediction can help in understanding the control

strategy of natural human arm movements. In this case, the challenge of formulating

a cost function is that performance indices have different units, and therefore it is

not trivial to combine them in a single criterion. Having this in mind, a appropri-

ately chosen intermediate variable may help the integration of different indices into a

single criterion. As shown in [28], the swivel angle is chosen as the intermediate vari-

able, to merge two performance indices of different units (manipulability and energy).

However, the chosen intermediate variable may have different levels of sensitivity to

changes in different performance indices.

The optimization of a comprehensive cost function that integrates various types

of performance indices cannot be simply extended from the optimization of a single

performance index, particularly with the presence of noise and disturbance in the

implementation of the movement plan [179, 21]. The optimization of a single perfor-

mance index along a deterministic trajectory can be constrained by task-dependent

constraints, such as end-effector position, velocity and acceleration specified for the

beginning or ending state. Such constraints are not valid for stochastic problems, in

which the final state is affected by noise.
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2.5 Coordination of Macro- and Micro-structures

in Human Arm Movements

2.5.1 Natural Separation of Macro- and Micro-structures in

Human Arm

The natural separation of macro- and micro-structures exist in upper and lower human

limbs. The separation results from the evolution of the limb morphology and is

based on the functions and behaviors of limb segments. The macro- and micro-

structures human limbs inspires the robotic manipulators integrating arm and finger,

as well as the anthropometric wearable robot system consisting arm exoskeleton and

hand/finger exoskeleton.
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Figure 2.2: The limb segments with mass distribution: (a) the upper limb, (b) the
lower limb.

In human anatomy, the upper limb consists of the shoulder, the arm, the elbow,

the forearm, the wrist and the hand. The lower limb of human consists of the hip,

the thigh, the knee, the leg, the ankle, and the foot. The lower limb constitutes a

15.6% of the total body weight), comparing to the much lighter upper limb which

takes only 4.8% of the total body weight.(refer to Table 2.2). The center of gravity

of the upper and lower limb segments are distributed as Fig. 2.2.

Human upper limbs are adapted to various tasks of object manipulation in time-

varying environments, which requires the integration of two independent processes:
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Table 2.2: Proportional Percentages of the Limb Segments to the Body Weight [1]

Limb Segments Percentages
of Total Body
Weight (%)

Limb Segments Percentages
of Total Body
Weight (%)

Arm 2.7 Thigh 9.7
Forearm 1.5 Leg 4.5
Hand 0.6 Foot 1.4
Total Upper Limb 4.8 Total Lower Limb 15.6

reaching and grasping [180]. The reaching process transport the hand toward the

target, while the grasping concerned shaping the hand in accordance with the object.

As observed in object manipulations, a successful object manipulation requires the

sequencing and timing of reaching and grasping. In order to achieve a stable grasp,

the relative timing of the wrist displacement an dof the finger closure has to obey very

strict constraints. Records clearly shows that the wrist velocity falls to zero at the

time of contact of the fingers with object. If the hand displacement had not come to

a stop at the time when the fingers closed, the object would be pushed forwards along

the direction of reach. If the fingers had closed before contact, the object would be

bumped and the grasp would fail; Conversely, if the finger closed too late, the contact

with the object would be made with the palm of the hand, resulting in an awkward

palmar grasp which indeed what may happen in pathological conditions.

The natural separation of the macro- and micro-structures in the upper limbs

is at the wrist. The macro structure consists of the shoulder, the arm, the elbow,

the forearm, and the wrist, which are mainly used for reaching. In the reaching

movements, the shoulder allows the hands to be placed in all directions around the

body, as well as turning the forearm inwards and outwards. The muscles arranged

around the shoulder anchor the upper limb to the trunk. The weight of the upper

limb are well supported during movements and are steadily hold in static postures for

precise manipulation. The movements of the elbow bring a hand towards the head

and the trunk. Particularly, the elbow flexion that can bring the hand to mouth

is intensively used in daily activities such as eating, drinking and washing. The

extension of the elbow allows for pushing against resistance. The elbow extension

can also be used to assist body supporting and to compensate the lower limbs with

power weakness.
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The micro structure in the upper limbs is the hand, which involves palm and

fingers. In object manipulation, the hand can conduct two kinds of grasping move-

ments: (1) the power grasping and (2) the precies grasping. In the power grasp, all

the fingers are flexed around the object. The thumb flexed in the opposite direction

to the other four fingers for forcible press. The power grasp enable firm hold such that

the manipulated objects can be efficiently moved by the macro structure of the upper

limb, i.e. the motion at shoulder and elbow. The precise grasp hold the manipulated

object with the thumb and no more than three of the other fingers. Precise grasp

insists in the manipulation accuracy and requires better coordination among fingers.

Actually, precision grasps are usually involved in two hand cooperation, with one

hand conducting the precise manipulation and the other hand holding and stabilizing

the manipulated object.

The two kinds of grasping movements differ in their motor behavior, particularly

in their motor development. The power grasp is the most primitive grasping move-

ments. The finger flexion in response to touching the palm is one of the primary

reflexes of the newborn baby. Children of six months can perform palmar grasping,

with the thumb properly placed in opposition. By the fifth year, children can per-

form power grasping individually with each hand. In contrast, the precise grasp is

a more advance manipulation movements that requires independent control of each

fingers [181]. After about ten months of age in children development, the index finger

and the thumb can be isolated from the other fingers, in order to pick up small objects

with precision. Before three years old, children have the difficulty of performing iso-

lated finger movements, such as opposing the fingers to the thumb in sequence. Over

the age from six to ten years old, the inter-dependency of fingers decreases with age.

Children of ten years old have comparable performance to adults in independency of

finger flexion. The independency of finger extension require even more time for fully

development [182].

The coordination of micro-and macro-structures of the upper limbs results in

the flexibility, stability and accuracy of human hand in object manipulation. The

flexibility of hand motion is mainly attributed to the coordination of high degrees of

freedom and the independent control of each fingers; while the stability hand motion is

enhanced by the powerful thumb placed opposite to the other fingers. The accuracy of

hand motions comes from the macro-structure, which directs the hand to comfortable

posture and provides stable base during the precise manipulation [183].
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2.5.2 Separation of the Macro- and Micro-structures in Robotic

Manipulators

The human upper limb processes a high degree of freedom (DOF) and its redundant

structures permits greater flexibility in various dexterous manipulations. The simplest

structure of a multi-fingered robot arm is constructed by fixing a robot finger on the

the end-effector of a robot arm. A robot with such a structure is also called a macro-

micro manipulator [184, 185]. Similar to the human upper limb, the finger arm

robot exhibits a high redundancy. To emulate the movement of the human hand-arm

system, resolution redundancy should be resolved properly.

Kinematic redundancy resolution has been a fundamental problem in the field of

robotics. Avoidance control of kinematics singularity [186, 187], and obstacle colli-

sion avoidance [188, 116, 189, 190, 191] by using kinematically redundant DOFs has

been mostly investigated. The null space [192] has been used for secondary task or

optimization on specific criterion functions [193]. Despite of kinematical redundancy,

it is inappropriate to directly apply the redundancy resolution strategies developed

for the redundant manipulators in general to the finger-arm robots.

The finger-arm robot is a special redundant manipulators. A finger-arm robot

involves a micro structure of small link size and light weight and a macro structure

of large link size and range of motion. This micro-macro structure design coincides

the hard-arm system of human. The human hand has limited range of motion. It is

lighter, smaller and more sensible to environmental stimuli, and therefore is actively

used in delicate and dexterous motions. The arm tends to assist the motion of hands.

It transports the hand with smoothness and efficiency to the locations for comfortable

manipulations. It also provide stable support during the hand’s manipulation. The

hand-arm coordination is well organized by the central nervous system so as to gener-

ate a natural movements. Therefore, in order to emulate the a natural movements of

a human upper limb, redundancy resolution strategies of the finger-arm robot should

be based on the coordination between the macro and micro structures.

The coordination between the macro and micro structures has been investigated.

[93, 194] proposed that the lightweight finger should be actively moved whereas the

arm cooperate the movement of the finger, in order to to achieve the dexterity like

the human hand-arm system. [94] proposed that the arm should move to cooperate

with the finger’s motion such that the manipulability of the finger can be maintained

at desired level [195, 196]. Complemented by the steepest ascent method, manipu-
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lability of the finger can be immediately increased when it dropped below a given

reference level. Further integration of impedance control enables the controlled finger

to complete constrained tasks [184, 197].

2.6 Robot-assisted Bilateral Training for Stroke

Rehabilitation

2.6.1 The Neural Mechanism of Bilateral Training

The efficacy of bilateral training therapy is based on several neural mechanisms of

human motor control (for comprehensive review see [198]). First, post-stroke recovery

is related to an increase in the use of ipsilateral pathway, which can be enhanced by

bilateral training of symmetrical movements due to the symmetry constraints between

the two arms [42, 199, 200, 201]. Second, bilateral training increases the involvement

and activity of the healthy hemisphere, which may lead to improvements in post-

stroke motor function [202, 88]. Third, following a stroke, the transcallosal inhibition

from the stroke-impacted hemisphere to the healthy hemisphere is reduced, while

the inhibition in the opposite direction is increased. The balance of inhibition and

disinhibition can be recovered better by bilateral training [203, 204, 203].

Post stroke bilateral rehabilitation treatment was previously proposed based on

neural recovery mechanisms [205]. Such a treatment protocol is based, in part, on

the fact that activities of daily living (ADL) involve coordinated movements of both

arms. From a functional perspective, it is appropriate to recover bilateral movements

of the arm by bilateral training rather than by the unilateral training of the paretic

arm or by relying on compensation from the non-paretic arm. As shown by ample

neurophysiological evidence, the motor control mechanisms activated for controlling

the arm are different when identical tasks are performed unimanually compared to

bimanually. Neuron activities related to bimanual movements but not to the uni-

manual movements are observed in the supplementary motor area, M1, and other

cortical areas, which may compose a distributed network within the two hemispheres

of the brain responsible for the control of bimanual movements [206]. Furthermore,

previous results indicate that in addition to the recovery of bimanual motor skill, bi-

lateral training can also improve unimanual task performance. In particular, bilateral

priming, an approach that mechanically couples the two arms to practice symmet-
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ric bilateral movements before conducting unimanual or bimanual tasks, resulted in

increased excitability and reduced intracortical inhibition in the ipsilesional M1. Bi-

lateral priming normalizes the transcallosal inhibition from the ipsilesional part of the

brain to the contralesional part such that the improvement on behavioral measures

continues during a follow-up period [203]. Studies on short-term bilateral training

found an improvement in unimanual task performance shortly after bilateral train-

ing, which confirms the possible contribution of bilateral training to the recovery of

unimanual functions [207].

2.6.2 Bilateral Training Therapies

In bilateral training, the two arms are usually coupled together so that the paretic

arm is forced to move in response to the non-paretic arm. Depending on the severity

of the stroke, the paretic arm can either move by itself (e.g., the bilateral isokinematic

training [87, 89]), or assisted by various (robotic) devices [208]. Comparing to the

low-tech devices, the computer-controlled robotic devices are more suitable to the

practice of repetitive/rhythmic movements, providing varying levels of support and

demanding less involvement of the therapists. The bilateral movements designed for

training can be in-phase (symmetrical) or anti-phase (asymmetrical). The additional

therapies (e.g. the mirror therapy [209, 210]) are augmented to the bilateral training

for further improvements.

In bilateral training therapies, the inter-arm coupling enhances the symmetry of

arm movements in healthy subjects, and changes the behaviors of both the dominant

and non-dominant arms. With stroke patients, the inter-arm coupling synchronizes

the paretic arm with the non-paretic arm, leading to possible recovery of stroke-

impacted motor function. Previous research efforts studied symmetry in bimanual

movements by either comparing the kinematic and dynamic variables of the two arms

(e.g., movement timing, direction, amplitude, hand trajectory, velocity, joint angles

& torques, muscle activity, etc.), or by task-dependent performance indexes (e.g., the

aspect ratio for circle drawing tasks) [54, 53, 79, 72, 64, 65, 66, 67, 61]. There are no

previously published methods for quantifying the similarity between arm movements,

however.
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Chapter 3

Method

Experiments are conducted to investigated the control strategies of human arm move-

ments. This chapter presents the experiments for the studies on (1) reaching move-

ments, (2) reach-to-grasp movements, as well as (3) the unimanual and bimanual arm

movements. Since data analysis methods used for the three studies are different and

will be presented in their own chapters.

3.1 Experiment

3.1.1 Devices

During the experiment, the subject sits in a chair with a straight back. The chair is

placed such that the subject can point at the targets with comfort and with his/her

elbow naturally flexed. The height of the workspace center is adjustable and is always

aligned with the right shoulder of the subject. The subject’s right arm is free for

reaching movements, but the body of the subject is set against the chair back to

minimize shoulder displacement. During the reaching movements, subjects keep the

pointing fingers in line with the forearm to minimize wrist flexion.

Subjects are asked to perform the instructed movements at their comfortable pace.

After receiving a “start” command, the subject moves his/her index finger from the

start target to the end target. A motion capture system records a single file for each

trial at a sampling rate of 100 Hz. As shown in Fig. 3.1c, passive reflective markers

are attached to the torso and the right arm of the subject. The recording starts

from the time when the subject points the index finger to the start target and ends

after the index finger tip becomes steady at the end target. To minimize the effect of
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(a) Top View.
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(b) Front View

(c) Attached markers.

Figure 3.1: (a) and (b) show the top and front views of the spherical workspace,
respectively. (c) A subject is performing the instructed reaching movements, with
markers attached to her right arm and the torso for position tracking.

fatigue, subjects take a rest after completing each session. With the recorded data of

shoulder, elbow and wrist positions, the swivel angles profiles are extracted for each

trial.

3.1.2 Protocols

Reaching Movements

Experimental data are collected on point-to-point reaching movements. In this ex-

periment, ten healthy subjects (six males and four females) are instructed to conduct
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Figure 3.2: In the experiment of point-to-point reaching movements, eight targets are
selected among all the available targets (denoted by blue dots in circles).

reaching movements with their right arms to each of the eight targets specified in

the spherical workspace (Fig. 3.2). Each subject performs eight reaching movement

sessions, one for each target. The reaching movements in each session start from one

of the remaining seven targets. A complete session consists of five repetitions of seven

different movements. The total number of trials for each subject is 8× 7× 5 = 280.

During the experiments, subjects are asked to point with the index finger tip at a

comfortable pace. At the beginning of each trial, the subject is informed of the targets

that the trajectory starts with and ends at, i.e., the start and end targets.

Reach-to-grasp Movements

The experimental protocol aimed to compare reach-to-grasp movements with reaching

movements. Nine subjects (three males and six females) were instructed to conduct

movements with their right arms. Each subject conducted four sessions of reach-

to-grasp movements and one session of reaching movements. Each session consisted

of five repetitions of eight different movements. Each subject completed a total of

5× 8× 5 = 200 trials.

The target positions are shown in Fig. 3.3a. In each reaching session, after a

“start” command, the subjects pointed from the start point (see Figures 3.1a and 3.1b

) to the instructed target, with their index finger in line with the forearm. In the

reach-to-grasp sessions, the subjects started by pointing to the start point and reached
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(a) Targets positions.
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(b) Target orientations.

Figure 3.3: (a) Eight targets are involved in the reach-to-grasp experiment; (b) in
the four reach-to-grasp sessions, the handles are oriented at 0◦, 45◦, 90◦, 135◦ on the
plane that the subject face to, with respect to the direction of gravity.

to grasp the handle at the instructed target, the orientation of which varied in the

plane that the subjects faced (see Fig. 3.3b). The subjects were asked to grasp the

target with a firm power grasp. To avoid fatigue, subjects took a rest after each

session.

Reach-to-grasp Movements

The data for this study were collected from ten healthy subjects and eight chronic

stroke patients. The healthy subjects ranged in age from 20 to 29 years old (average

22.6 ± 3.0). Among the ten subjects, seven were right-handed and three were left-

handed. The chronic stroke subjects ranged in age from 53 to 72 years old (average

60.4 ± 7.2). Among the eight subjects, six were impacted on the right arm and two

on the left arm. Subjects scored between 20 and 27 on the upper limb volitional

movement portions of the Fugl-Meyer assessment, out of a total score of 30.

Fig. 3.4a depicts the setup of the experiment. As shown in Fig. 3.4b, the left/right

targets are arranged on the surfaces of spheres corresponding to the left/right hand

of the subject. The center and radius of the two spheres are adjusted according to

the shoulder width and height of the subject to align Target 1 in each sphere with
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(b) Targets in 3D workspace.

Figure 3.4: Experimental setups: (a) passive reflective markers are attached to the
arms and torso of the subjects for position tracking; (b) the targets corresponding to
each hand are aligned on circles the centers which are aligned with the shoulder of
the subject.

the corresponding shoulder. The distance between the subject and the workspace

is adjusted such that the subject can reach each target comfortably. During the

experiment, the subject starts from resting their arms on the handle of the chair,

with consistent wrist positions. At a “go” command, the subject starts reaching for

the instructed target, touching the target with the tip of the tool held in hand (the

stroke subjects usually have difficulty extending their index fingers for pointing, so

both healthy and stroke subjects are asked to point with the tool tip for experimental

consistency). The experiment consists of two unimanual sessions and one bimanual

session. In the unimanual session, the subjects reach with their left/right hand to

the five targets corresponding to that hand. In the bimanual session, the subjects

reach for both the left and right targets symmetrically. Each session consists of 25

individual trials (5 targets × 5 repetitions). A motion capture system records the

trials at sampling rate of 100 Hz, tracking the positions of the passive reflective
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markers attached to the arms and torso of the subject. To minimize the effect of

fatigue, subjects take a rest after completing each session.
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Chapter 4

Synthesized Control Criteria for

the Redundancy Resolution of

Human Arm Movements

From the robotic perspective, this research proposes a general framework to compare

and evaluate motion control strategies that predict arm posture in reaching move-

ments. In this framework, the arm posture predictions of each candidate criterion

are tested against experimental data collected from point-to-point reaching. By com-

bining these candidate criteria according to their arm posture prediction accuracies,

synthesized criteria are developed. The candidate criteria that better predict arm

posture are assigned larger coefficients in the synthesized motion control criteria, and

are therefore recognized as the ones that dominate the arm motion. This synthesized

redundancy resolution is proposed for real-time control of the upper limb exoskeleton

used for robot-assisted stroke rehabilitation.

The rest of this chapter first presents the forward and inverse kinematics of the

upper limb exoskeleton EXO-UL7 in Section 4.1. Section 4.1.2 further describes a

human arm model compatible with the EXO-UL7 upper limb exoskeleton. After in-

troducing the real-time redundancy resolution criteria in Section 4.3, the methods

used for criterion contribution inference and the experimental protocol for data col-

lection are presented in Section 4.4 and Section 3.1.2, respectively. The data analysis

results in Section 4.5 infers the contribution of each criterion to the control of arm mo-

tion and further presents a map that associates the dominant motion control strategy

with different task space regions.
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4.1 Kinematics of the Upper Limb Exoskeleton

EXO-UL7

The upper limb exoskeleton EXO-UL7 is designed to support human arm movements

during activities of daily living (ADL) (see Fig. 4.1) [2, 211]. Articulation of the

exoskeleton is achieved by seven single-axis revolute joints which support 99% of the

range of motion required to perform daily activities [2]. Three revolute joints are

responsible for shoulder abduction-adduction, flexion-extension and internal-external

rotation. A single rotational joint is employed at the elbow, creating elbow flexion-

extension. Finally, the lower arm and hand are connected by a three-axis spherical

joint resulting in wrist pronation-supination, flexion-extension, and radial-ulnar devi-

ation. As a human-machine interface (HMI), four six-axis force/torque sensors (ATI

Industrial Automation, model-Mini40) are attached to the upper arm, the lower arm,

the hand and the tip of the exoskeleton [4]. The force/torque sensor at the tip of

the exoskeleton allows measurement of interactions between the exoskeleton and the

environment.

4.1.1 Forward Kinematics

This section derives the forward kinematics for the upper limb exoskeleton.

Base rotation for singularity avoidance

The bases of the two robotic arms of the upper limb exoskeleton are rotated according

to Table 4.1, in order to move the singularity out of the range of the daily movements

of the human arm.

Table 4.1: Base rotation of upper limb exoskeleton.

about X-axis (θX) about Y-axis (θY ) about Z-axis (θZ)
Left arm 132.5◦ 45◦ 90◦

Right arm 132.5◦ −45◦ 90◦

The transformation matrix for base rotation can be represented as Eq. (4.1). Note

that sin θi is denoted as si, cos θi is denoted as ci, sinαi is denoted as sαi, cosαi is

54



Figure 4.1: The upper limb exoskeleton with seven DOFs, supporting 99% of the
range of motion required to preform daily activities.

denoted as cαi.

Tbase = Rotx(θX)Rotz(θY )Rotz(θZ)

=


1 0 0 0

0 cθX −sθX 1

0 sθX cθX 1

0 0 0 1




cθY 0 sθY 1

0 1 0 0

−sθY 0 cθY 1

0 0 0 1



cθZ −sθZ 0 1

sθZ cθZ 0 1

0 0 1 0

0 0 0 1

 (4.1)

For the left arm,

Tbase =


0.0000 −0.7071 0.7071 0

−0.6756 −0.5213 −0.5213 0

0.7373 −0.4777 −0.4777 0

0 0 0 1.0000

 (4.2)

,
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for the right arm,

Tbase =


0.0000 −0.7071 −0.7071 0

−0.6756 0.5213 −0.5213 0

0.7373 0.4777 −0.4777 0

0 0 0 1.0000

 (4.3)

.

Denavit-Hartenberg (DH) parameters

The Denavit-Hartenberg (DH) parameters of the upper limb exoskeleton (shown in

Table 4.2) are derived in the standard method defined by [212].

Table 4.2: Denavit-Hartenberg (DH) Parameters for upper limb exoskeleton.

Robot i− 1 i αi ai di θi
Left 0 1 π/2 0 0 θ1 + π − 32.94◦

Arm 1 2 π/2 0 0 θ2 + π/2− 28.54◦

2 3 π/2 0 0 θ3 + π − 53.6◦

3 4 π/2 0 L1 θ4
4 5 −π/2 0 0 θ5 − π/2
5 6 −π/2 0 L2 θ6 + π/2
6 7 π/2 0 0 θ7 + π

Right 0 1 π/2 0 0 θ1 − 32.94◦

Arm 1 2 π/2 0 0 θ2 − π/2− 28.54◦

2 3 −π/2 0 0 θ3 − π − 53.6◦

3 4 −π/2 0 −L1 θ4
4 5 π/2 0 0 θ5 + π/2
5 6 −π/2 0 −L2 θ6 + π/2
6 7 π/2 0 0 θ7 + π

Note that L1 and L2 are the length of the upper and lower arms, respectively.

By direct kinematics, we can derive the transformation matrix 0
7T , which includes

the position and the orientation of the wrist of the exoskeleton with respect to the
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base frame:

base
7 T = Tbase ·01 T ·12 T ·23 T ·34 T ·45 T ·56 T ·67 T =


r11 r12 r13 Pwx

r21 r22 r23 Pwy

r31 r32 r33 Pwz

0 0 0 1

 (4.4)

For reaching movements, the three DOFs at the wrist are not considered. There-

fore, the forward kinematics that involves four DOFs of the human arm (three DOFs

at the shoulder and one DOF at the elbow) becomes:

base
7 T = Tbase ·01 T ·12 T ·23 T ·34 T ·45 T (4.5)

4.1.2 Inverse Kinematics

With the specification of the transformation matrix 0
7T , the inverse kinematics of

the exoskeleton can be derived for the left and the right arms, respectively. The

redundant DOF of the human arm can be constrained by specifying the elbow position

(Pe = [Pex, P ey, P ez]
T ).

Based on shoulder position Ps, elbow position Pe, and wrist position Pw, θ4 can

be derived as:

W = ||Pw − Ps|| (4.6)

c4 =
L2

1 + L2
2 −W 2

2L1L2

(4.7)

s4 =
√
1− c24 (4.8)

θ4 = π − Atan2(s4, c4) (4.9)

The transformation matrix 3
4T and its inverse 3

4T
−1 can be found based on θ4.

The transformation matrix without the base rotation, denoted base
7 T , can be found

by:

0
7T = T−1

0 ·base7 T =


r
′
11 r

′
12 r

′
13

0
7Pwx

r
′
21 r

′
22 r

′
23

0
7Pwy

r
′
31 r

′
32 r

′
33

0
7Pwz

0 0 0 1

 (4.10)
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Thus, the wrist position with respect to the rotated base is 0
7Pw = [07Pwx,

0
7 Pwy,

0
7 Pwz]

T .

Similarly, the elbow position with respect to the rotated base, denoted by 0
7Pe =

[07Pex,
0
7 Pey,

0
7 Pez]

T , is: 
0
7Pex

0
7Pey

0
7Pez

1

 = T−1
0 ·


base
7 Pex

base
7 Pey

base
7 Pez

1

 (4.11)

Note that 0
7Pe =

0
4 Pe and

0
4T = 0

1T ·12 T ·23 T ·34 T =


0
4Pex

0
4R

0
4Pey

0
4Pez

0 0 0 1

 =


L1c1s2

0
4R L1c2

L1s1s2

0 0 0 1

 (4.12)

For the both arms,

c2 =
0
4Pey

L1

(4.13)

For the left arm,

s2 =
√
(1− c22) (4.14)

for the right arm,

s2 = −
√
(1− c22) (4.15)

Thus, θ2 can be resolved as:

θ2 = Atan2(s2, c2)− (π/2− 28.54◦) (4.16)

To resolve θ1, for the both arms,

c1 =
0
4Pex

L1s2
(4.17)

s1 =
0
4Pez

L1s2
(4.18)
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Thus, for the left arm,

θ1 = Atan2(s1, c1)− (π − 32.94◦) (4.19)

for the right arm,

θ1 = Atan2(s1, c1) + 32.94◦ (4.20)

The transformation matrices 0
1T and 1

2T and their inverses 0
1T

−1 and 1
2T

−1 can be

found accordingly.

Thus, the wrist position with respect to Frame 2, denoted 2
7Pw = [27Pwx,

2
7 Pwy,

2
7 Pwz]

T ,

can be found:

2
7T = 1

2T
−1 ·01 T−1 ·07 T =


2
7Pwx

2
7R

2
7Pwy

2
7Pwz

0 0 0 1

 (4.21)

For the left arm,

2
7Pw =

 −L2c3s4

−L1 − L2c4

−L2s3s4

 (4.22)

for the right arm,

2
7Pw =

 −L2c3s4

−L1 − L2c4

L2s3s4

 (4.23)

To resolve θ3, for the both arms,

c3 =
2
7Pwx

−L2s4
(4.24)
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For the left arm,

s3 =
2
7Pwz

L2s4
(4.25)

θ3 = Atan2(s3, c3)− (π − 53.6◦)− 2π (4.26)

for the left arm,

s3 =
2
7Pwz

−L2s4
θ3 = Atan2(s3, c3) + (π + 53.6◦) (4.27)

The transformation matrix 2
3T and its inverse 2

3T
−1 can be found accordingly.

θ5, θ6 and θ7 can be derived from the transformation matrices from Frame 4 to

Frame 7 4
7T .

4
7T = 3

4T
−1 ·23 T−1 ·12 T−1 ·01 T−1 ·07 T =


4
7r11

4
7r12

4
7r13

4
7Pwx

4
7r21

4
7r22

4
7r23

4
7Pwy

4
7r31

4
7r32

4
7r33

4
7Pwz

0 0 0 1

 (4.28)

For the left arm,

4
7T = 3

4T
−1 ·23 T−1 ·12 T−1 ·01 T−1 ·07 T

=


c5c6c7 − s5s7 −c7s5 − c5c6s7 c5s6 0

−c7s6 s6s7 c6 L2

−c5s7 − c6c7s5 c5c7 − c6s5s7 −s5s6 0

0 0 0 1

 (4.29)

for the right arm,

4
7T = 3

4T
−1 ·23 T−1 ·12 T−1 ·01 T−1 ·07 T

=


c5c6c7 − s5s7 −c7s5 − c5c6s7 c5s6 0

c7s6 −s6s7 −c6 L2

c5s7 + c6c7s5 c5c7 − c6s5s7 s5s6 0

0 0 0 1

 (4.30)
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Thus, for the left arm,

c6 = 4
7r23 (4.31)

s6 =
√

1− c26 (4.32)

c5 =
4
7r13
s6

(4.33)

s5 = −
4
7r33
s6

(4.34)

c7 = −
4
7r21
s6

(4.35)

s7 =
4
7r22
s6

(4.36)

for the right arm,

c6 = −4
7r23 (4.37)

s6 =
√

1− c26 (4.38)

c5 = −
4
7r13
s6

(4.39)

s5 = −
4
7r33
s6

(4.40)

c7 = −
4
7r21
s6

(4.41)

s7 = −
4
7r22
s6

(4.42)

For the left arm,

θ5 = Atan2(s5, c5) + π/2 (4.43)

θ6 = Atan2(s6, c6)− π/2 (4.44)

θ7 = Atan2(s7, c7)− π + 2π (4.45)

for the right arm,

θ5 = Atan2(s5, c5)− π/2 (4.46)

θ6 = Atan2(s6, c6)− π/2 (4.47)

θ7 = Atan2(s7, c7)− π + 2π (4.48)
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For reaching movements, the four DOFs in consideration (three DOFs at the

shoulder and one DOF at the elbow) can be resolved based on the wrist position Pw

and the elbow position Pe: θ4 is resolved according to Eq. (4.9); θ1 and θ2 are resolved

according to Equations (4.12) to (4.20). With regards to θ3,

For the left arm,

2
5Pw =

 −L2c3s4

−L1 − L2c4

−L2s3s4

 (4.49)

for the right arm,

2
5Pw =

 −L2c3s4

−L1 − L2c4

L2s3s4

 (4.50)

Therefore, θ3 can be resolved as Equations (4.24) to (4.27).

4.1.3 Jacobian matrix

The Jacobian matrix denotes the mapping from joint space to task space at the

velocity level.

Ṗw = Jθ̇ (4.51)

For the seven-DOF arm model involving wrist orientation,

Ṗw = J3×7θ̇ (4.52)

where θ = [θ1, θ2, θ3, θ4, θ5, θ6, θ7]
T , and

J3×7 =
[
J1 J2 J3 J4 0 0 0

]
(4.53)

The arm model for reaching movements only involves four DOFs and therefore

Ṗw = J3×4θ̇ (4.54)
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where θ = [θ1, θ2, θ3, θ4]
T and

J4×7 =
[
J1 J2 J3 J4

]
(4.55)

For the right arm, given that

Pw =

L2(s4(s1s3 − c1c2c3) + c1c4s2) + L1c1s2

L1c2 + L2(c2c4 + c3s2s4)

L1s1s2 − L2(s4(c1s3 + c2c3s1)− c4s1s2)

 (4.56)

we have

J1 =

L2(s4(c1s3 + c2c3s1)− c4s1s2)− L1s1s2

L1c2 + L2(c2c4 + c3s2s4)

L2(s4(s1s3 − c1c2c3) + c1c4s2) + L1c1s2

 (4.57)

J2 =

L2(s4(s1s3 + c1c3s2) + c1c2c4) + L1c1c2

−L1s2 − L2(c4s2 − c2c3s4)

L1c2s1 − L2(s4(c1s3 − c3s1s2)− c2c4s1)

 (4.58)

J3 =

L2(s4(c3s1 + c1c2s3) + c1c4s2) + L1c1s2

L1c2 + L2(c2c4 − s2s3s4)

L1s1s2 − L2(s4(c1c3 − c2s1s3)− c4s1s2)

 (4.59)

J4 =

L2(c4(s1s3 − c1c2c3)− c1s2s4) + L1c1s2

L1c2 − L2(c2s4 − c3c4s2)

L1s1s2 − L2(c4(c1s3 + c2c3s1) + s1s2s4)

 (4.60)

For the left arm, given that

Pw =

L2(s4(s1s3 − c1c2c3) + c1c4s2) + L1c1s2

L1c2 + L2(c2c4 + c3s2s4)

L1s1s2 − L2(s4(c1s3 + c2c3s1)− c4s1s2)

 (4.61)
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we have

J1 =

−L2(s4(c1s3 − c2c3s1) + c4s1s2)− L1s1s2

L1c2 + L2(c2c4 + c3s2s4)

L1c1s2 − L2(s4(s1s3 + c1c2c3)− c1c4s2)

 (4.62)

J2 =

L1c1c2 − L2(s4(s1s3 − c1c3s2)− c1c2c4)

−L1s2 − L2(c4s2 − c2c3s4)

L2(s4(c1s3 + c3s1s2) + c2c4s1) + L1c2s1

 (4.63)

J3 =

L1c1s2 − L2(s4(c3s1 − c1c2s3)− c1c4s2)

L1c2 + L2(c2c4 − s2s3s4)

L2(s4(c1c3 + c2s1s3) + c4s1s2) + L1s1s2

 (4.64)

J4 =

L1c1s2 − L2(c4(s1s3 + c1c2c3) + c1s2s4)

L1c2 − L2(c2s4 − c3c4s2)

L2(c4(c1s3 − c2c3s1)− s1s2s4) + L1s1s2

 (4.65)

4.2 Models of Human Arm

4.2.1 Kinematic Model

The kinematic model of human arm has seven DOFs (three DOFs for the shoulder,

three DOFs for the wrist and one DOF for the elbow motion). The forward kinemat-

ics, including the Denavit-Hartenberg (DH) parameters, is described in [213]. The

three shoulder joint and one elbow joint are actively involved in reaching movements.

As a result, the orientation of the hand in the arm model is pre-specified by locking

the three DOFs at the wrist joint.

Given the wrist position in 3D workspace, the human arm has one redundant DOF

which allows the elbow to move around an axis that goes through the center of the

shoulder and the wrist joints. This redundant DOF can be represented by a swivel

angle ϕ (see Fig. 4.3). Given a fixed wrist position in a 3D workspace, the arm plane

formed by the positions of the shoulder (Ps), the elbow (Pe) and the wrist (Pw) can

move around an axis that connects the shoulder and the wrist due to the kinematic
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Figure 4.2: (a) Given a 3D wrist position, the arm plane formed by the positions of
the shoulder (Ps), the elbow (Pe) and the wrist (Pw) can move around an axis that
connects the shoulder and the wrist due to kinematic redundancy. (b) The redundant
DOF can be represented by a swivel angle ϕ.

redundancy. The direction of the elbow pivot axis (denoted by n⃗) is defined as:

n⃗ =
Pw − Ps

||Pw − Ps||
(4.66)

A plane orthogonal to n⃗ can be determined given the position of Pe. The point

of intersection between the orthogonal plane and the vector
−−−−−→
Pw − Ps is Pc.

−−−−→
Pe − Pc is

the projection of the upper arm (
−−−−−→
Pe − Ps) on the orthogonal plane. u⃗ is the projection

of a normalized reference vector a⃗ onto the orthogonal plane, which can be calculated

as:

u⃗ =
a⃗− (⃗a · n⃗)n⃗

||⃗a− (⃗a · n⃗)n⃗||
(4.67)

The swivel angle ϕ, representing the arm posture, is defined by the angle between

the vector
−−−−→
Pe − Pc and u⃗. If the reference vector a⃗ is [0, 0,−1]T , then the swivel angle

ϕ = 0◦ when the elbow is at its lowest possible point [214].
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4.2.2 Dynamic Model

The dynamic models of the left and right human arms are rendered via the Autolev

software package [215]. The motion equations generated by Kane’s method [216]

integrate the estimates of mass, the center of mass and the moment of inertia with

the kinematic model of the arm. Given the initial arm condition, the dynamic model

can respond to external forces (such as gravity) and provide an analytical calculation

of the joint space variables (i.e., joint angles, velocities and accelerations), as well as

the kinetic energy and potential energy. When customizing the dynamic model for

each individual subject, the center of mass is estimated according to the distribution of

the center of mass (COM) in [1]. On average, the arm contributes 4.8% of the total

body weight. The mass of arm segments and their inertia matrices are calculated

based on the weight of subjects according to the regression in [217].

4.3 Criteria for Redundancy Resolution

The EXO-UL7 exoskeleton is designed to assist self-initiated arm movements in unex-

pected tasks. Therefore, it requires real-time motion control rather than pre-planned

motion control, and thus redundancy resolution based on local (instead of global)

optimization. In this section, three kinematic and two dynamic motion control crite-

ria are presented, which have been successful in resolving the kinematic redundancy

of the human arm in reaching movements [18, 218, 7, 20, 21, 219, 19]. The criteria

designed for pre-planned motion control are modified as in [19] to provide real-time

arm posture prediction.

4.3.1 Criterion 1: maximizing the motion efficiency

Criterion 1 provides real-time arm posture prediction by maximizing the motion ef-

ficiency of self-feeding movements. Given the role of the head as a cluster of sensing

organs and the importance of arm manipulation to deliver food to the mouth, the arm

postures are determined by the human motor control system for efficiently retracting

the hand to the head region. Proposed in [18], Criterion 1 determines the swivel angle

by maximizing the motion efficiency to a virtual target in the head. A good candidate

for the position of the virtual target is the position of the mouth, which is supported

by intra-cortical stimulation experiments [220, 221]. When evoking coordinated fore-

limb movements in conscious primates, each stimulation site produced a stereotyped
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Figure 4.3: (a) Criterion 1 maximizes motion efficiency by maximizing the projection
of the longest principle eigen-vector of the manipulability ellipsoid on the direction
from the hand to the virtual target Pm. The corresponding elbow position falls on the
plane formed by Ps, Pw and Pm. (b) Criterion 2 intends to maintain the arm posture
close to the equilibrium arm posture by placing the elbow on the plane formed by the
wrist position Pw and the direction of the equilibrium vector v⃗e.

posture by which the arm moved to the same final position regardless of its posture

in the initial stimulation. In the most complex example, a monkey formed a frozen

pose with its hand in a grasping position in front of its open mouth, which implies

that during the arm movement toward an actual target, the virtual target point at

the head can be set so that the potential retraction of the hand to the mouth can be

efficient.

Criterion 1 specifies a unique arm posture for each wrist position Pw in a 3D

workspace. As shown in Fig. 4.3a, when the elbow falls on the plane formed by the

positions of the shoulder Ps, the wrist Pw and the virtual target Pm, the projection

of the longest principle eigen-vector of the manipulability ellipsoid on the direction

from the hand to the virtual target Pm is maximized. In the direction of the longest

principle axis of the manipulability ellipsoid, the efficiency of the velocity-force trans-

mission between the joint space and the task space is maximized. The end-effector

of the manipulator can move fastest in this direction given the velocity inputs in the

joint space. If the position of Pm is set to be the position of mouth, the designated

arm postures can be the most efficient ones for self-feeding.
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4.3.2 Criterion 2: maintaining the equilibrium posture

Criterion 2, the rotational axis method proposed in [218], prefers equilibrium postures

at which periarticular shoulder muscle actuation is minimized. At such postures, the

upper arm is aligned with the equilibrium vector, which points out from the center

of the shoulder along the axis of the circumduction cone. Criterion 2 stipulates that

the axis of rotation of the arm plane (i.e., the plane formed by the positions of the

shoulder, elbow, and wrist) should be the equilibrium vector. The wrist position and

axis of rotation determine the arm plane which fixes the elbow position.

The direction of the equilibrium vector for the upper arm has been experimentally

investigated by NASA [222]. In microgravity, the estimated shoulder flexion is about

36◦ and the shoulder abduction is about 50◦. Given the direction of this axis, the

position of the elbow always falls on the plane formed by the rotational axis v⃗e and the

wrist position Pw. As shown in Fig. 4.3b, v⃗′
e is the vector component of the rotational

axis direction v⃗e perpendicular to n⃗, i.e, the vector rejection of v⃗e from n⃗. Given that

v⃗′
e is parallel with the vector Pe − Pc, the swivel angle is:

ϕ = arctan2(n⃗ · (v⃗′
e × u⃗), v⃗

′
e · u⃗) (4.68)

The rotational axis method is an important contribution of this research. By an-

alyzing the experimental data collected for the point-to-point reaching movements,

this research has found out that the arm plane (defined by the shoulder, elbow and

wrist position) rotates about an axis going through the shoulder position. For reach-

ing movements in the comfortable motion range, the rotational axis directions are

constrained to a surface, which can be parameterized by a linear model. For reaching

movements close to the boundary of the motion range, the directions deviate from

the surface most likely due to the blocking effect of the torso.

The existence of the rotational axis and the constraining surface may reveal a rela-

tionship between path planning and redundancy resolution from another perspective.

It is possible that knowing the start and end points, human motor control system

influences a preferred direction of the axis so that by rotating about the axis, the

human arm can easily bring the hand from the start point to its destination. Further

research will be conducted to find out how to specify the direction of the rotational

axis on the constraining surface, given the start and end points in the workspace,

and to integrate the path planning and redundancy resolution in a general algorithm.
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For the details of the rotational axis method, as well as its arm posture prediction

performance, please refer to Appendix I.

4.3.3 Criterion 3: minimizing joint angle change

The human motor system prefers motion smoothness. Kinematic criteria that mini-

mize the jerk in joint space and task space were proposed to account for the straight

paths and bell-shaped velocity profiles observed in reaching movements [20, 21, 219],

while dynamic criteria that minimize the change in joint torque [22, 23] further ex-

plained the mild curvature in the roughly straight task space trajectories. However,

these available control strategies for motion smoothness are mostly designed for off-

line motion control. Therefore, this paper proposes to a real-time motion control

strategy based on local optimization.

Similar to T. Kang’s minimization of the work in joint space [19], Criterion 3

determines the arm postures in the following way: given the expected positions of the

wrist Pw(k + 1) and the shoulder Ps(k + 1), Criterion 3 explores the possible swivel

angles for the next time step ϕ
′
(k + 1) and selects the one that minimizes the norm

of the change in the joint angle vector. Experimental data from [19] as well as data

collected in this research show that the swivel angle never changes more than 0.5◦ per

0.01 sec. Given the current swivel angle ϕ(k), Criterion 3 searches within the range

of [ϕ(k)− 0.5◦, ϕ(k)+0.5◦] with a step of δϕ = 0.1◦, and the swivel angle for the next

time step ϕ(k + 1) is:

ϕ(k + 1) = argmin
ϕ′ (k+1)

|θ⃗(k)− θ⃗
′
(k + 1)|

= argmin
ϕ
′
(k+1)

√√√√ 4∑
i=1

(θi(k)− θ
′
i(k + 1))2 (4.69)

In Eq. (4.69), θ⃗(k) = [θ1(k), θ2(k), θ3(k), θ4(k)]
T is the joint angle vector for cur-

rent time step. θ⃗′(k + 1) is the joint angle vector for the next time step computed

from a possible ϕ
′
(k + 1) value. Since this algorithm is generally applicable to local

optimization of various performance indices, in Section 4.3.4 it is also used to generate

real-time control criteria that minimize kinetic energy.
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4.3.4 Criterion 4: minimizing the change in kinetic energy

Energy-efficiency is another possible consideration. Since activities of daily living are

well adapted to gravity, unless the dynamics of the human body are under additional

load, the human motor system may be more concerned with the kinetic energy than

potential energy. Regarding arm motion control, J.F. Soechting et al. suggested pre-

dicting the arm posture in reaching movements by minimizing peak kinetic energy [7].

Alternatively, A. Biess et al. minimized kinetic energy by looking for a geodesic path

in the Riemannian configuration space. The resulting joint space trajectories de-

mand less muscular effort since the sum of all configuration-speed-dependent torques

vanishes along this path [27].

The aforementioned methods are for pre-planned motion control. For real-time

applications, Criterion 4 determines the arm posture by local minimization of kinetic

energy. With the dynamic model, kinetic energy (Ke) for each time step is computed

given the states of the arm. The algorithm described in Eq. (4.70) is similar to that

of Criterion 3: given the kinetic energy for the current time step Ke(k), Criterion 4

explores the possible swivel angles for the next time step ϕ
′
(k + 1) within the range

of [ϕ(k) − 0.5◦, ϕ(k) + 0.5◦] by the step of δϕ = 0.1◦. The expected kinetic energy

demanded at the next time step Ke
′
(k+1) is extracted from the dynamic arm model.

The swivel angle that minimizes the change in kinetic energy will be selected as the

swivel angle prediction for the next time step (ϕ(k + 1)).

ϕ(k + 1) = argmin
ϕ
′
(k+1)

|Ke(k)−Ke
′
(k + 1)| (4.70)

4.3.5 Criterion 5: minimizing the work in joint space

Minimizing the work in joint space is proposed by T. Kang as a real-time dynamic

control criterion [19]. The work in the joint space at each time step depends on (1)

the joint torques and (2) the difference in joint angles, which can be extracted from

the dynamic model given the states of the arm. As Eq. (4.71), Criterion 5 explores

in the neighborhood of the current swivel angle ϕ(k) and determines the swivel angle

ϕ(k+1) for next time step to be the one that demands the least work in joint space.
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ϕ(k + 1) = argmin
ϕ
′
(k+1)

|Wi|tk,tk+1

= argmin
ϕ′ (k+1)

4∑
i=1

|Wi|tk,tk+1
(4.71)

In Eq. (4.71), |Wi|tk,tk+1
denotes the work to be done by the i-th joint.

4.4 Methods of Inference of Criterion Contribu-

tions

The five arm motion control criteria presented in Section 4.3 account for different

performance considerations, including motion efficiency, muscle actuation efficiency,

motion smoothness, and energy consumption. Their prediction performance has been

tested against data collected from different experimental setups, but not against a

common baseline. As a result, comparing their performance is difficult, and the

relative contributions of these criteria to arm motion control have not been evaluated.

Individual contributions of different criteria inferred from experimental data pro-

vide an important guideline to coefficient assignment when combining multiple control

criteria. However, methods of inferring criterion contributions have not been well ex-

plored. Kashi et al. inferred criterion contributions using brute-force search within

a limited number of coefficient combinations [29]. This inference is neither precise

enough to distinguish the behavior of different subjects, nor efficient enough to com-

pare more control criteria within the same scale. Kim et al. applied least squares

regression to infer the criterion contribution of the two control criteria in compari-

son. The inferred criterion contributions for each recorded movement are constant,

which reflects behavior differences between subjects, but not how criterion contribu-

tions change during movement. In order to provide real-time inference of criterion

contributions, this paper proposes (1) a modified least squares method and (2) an ex-

ponential method, both of which can compare and evaluate large numbers of criteria

efficiently.
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4.4.1 The Least Squares Method

The least squares method infers criterion contributions during a period. Considering

the five candidate criteria presented in Section 4.3, given the individual swivel angle

prediction of each criterion for a time step (denoted by ϕi(k), i = 1, · · · , 5), the

prediction of swivel angle for that time step (denoted by ϕ(k)) is:

ϕ(k) =

5∑
1

ci(k)ϕi(k) (4.72)

ci (i = 1, · · · , 5) is the criterion contribution inferred for the ith criterion. Using recent

swivel angle measurements (twenty continuous time steps in measurement history

before and including the current time step), the criterion contribution of each criterion

for the next time step are computed by:

C(k+ 1)
5×1

= A−1 · b (4.73)

where A is the prediction history from the five criteria (as Eq. (4.74)),

A =


ϕc1(k − 19) · · · ϕc5(k − 19)

...
. . .

...

ϕc1(k) · · · ϕc5(k)


20×5

(4.74)

b is the measurement history (as Eq. (4.75)),

b =


ϕexp(k − 19)

...

ϕexp(k)


20×1

(4.75)

and A−1 is the pseudo-inverse of matrix A using the least squares method.

The coefficients that indicate the contributions are further normalized as:

c(k + 1)i =
C(k + 1)i∑5
i=1C(k + 1)i

(4.76)
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With reference to Eq. (4.72), these coefficients will used to generate the k+1-th swivel

angle prediction.

Note that for the least squares method, the more criteria being evaluated the

more measurements the least squares method requires to render the the estimation for

current time step. The precision of the inference can be improved by involving more

measurements from previous time steps. However, as the older measurements are

involved, the inferred contributions become less sensitive to the temporal variation

of the criterion contributions. As a result of this tradeoff, this paper tentatively

proposes using the last twenty measurements when inferring the contributions by the

least squares method. In experimental data, a typical trial in the reaching movement

experiments lasts for 150 to 250 time steps at the sampling rate of 100 Hz.

4.4.2 The Exponential method

An alternative method of inferring contribution is the exponential method [223]. This

method evaluates the contribution coefficient of a criterion based on the difference be-

tween the experimentally recorded swivel angle ϕexp(k) and the swivel angle predicted

by this criterion. At time step k, each of the five candidate criteria (i = 1, 2, · · · , 5)
provides an individual swivel angle prediction, denoted by ϕi(k). The norm of the

prediction error for each criterion is computed as:

εi(k) = |ϕexp(k)− ϕi(k)| (4.77)

Based on the five prediction errors, the standard deviation among the prediction

errors (denoted by σ̂(k)) can be computed.

According to the principle of maximum entropy, the probability of the criterion i

can be expressed as:

pi = c · exp(−λε2i ) (4.78)

Since the maximum entropy principle does not result in the probability distribution

providing bias towards any model, the experimental outcomes from all the models

are assumed possible. Therefore, the standard deviation of the prediction errors σ̂

is the property shared among the models, which results in the criterion contribution
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c(k + 1)i computed as:

Ci(k + 1) = exp[− ε2i (k)

σ̂2(k)
] (4.79)

The criterion contributions are then normalized:

c(k + 1)i =
Ci(k + 1)∑5
i=1Ci(k + 1)

(4.80)

which will be used to generate the swivel angle prediction at time step k + 1.

Because it does not rely on as much history, the exponential method is expected to

outperform the least squares method for real-time contribution inference, particularly

when the contributions of various criteria change during movement. Furthermore, the

exponential method has no limit on number of the criteria it can process in parallel.

The detail of the exponential method can be found in Appendix II.

4.4.3 Criterion Synthesization

The two proposed methods infer criterion contributions in real-time, which can be

used to compare the candidate criteria. These inferred contributions can also be used

as coefficients for criterion synthesis to improve arm posture prediction accuracy,

because no individual control criterion can fully account for arm postures in reaching

movements.

Arm motion control is adapted to various environmental constraints and is there-

fore subject more than one performance consideration. Synthesizing multiple con-

trol criteria takes this complexity into account. The contribution-inference/criterion-

synthesis methods presented here are not limited to the five candidate criteria pre-

sented in Section 4.3. Instead, these methods are proposed as general frameworks for

control criteria comparison and evaluation. By inferring the contributions of different

control criteria, a limited number of “major” components that are significant to the

motor control strategy will be distinguished from the “minor” components that are

less prominent considerations in arm motion control. The synthesized arm motion

control criteria aim to capture the important factors that influence the motor con-

trol system, rather than generate good arm posture predictions by over-fitting the

experimental data with too many variables.
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4.5 Results

This section presents the results of the arm posture prediction performance of the

five candidate criteria, as well as the performance of the synthesized criteria using

the least squares and exponential methods. The comparison shows that the least

squares method results in prediction performance comparable to the candidate cri-

teria with good prediction performance, while the exponential method infers the

criteria contribution more accurately and therefore generates much better arm pos-

ture predictions. Further data analysis clusters the computed coefficients to identify

characteristic combinations of motion control criteria. The dominant regions of each

characteristic combination are presented in a map that associates the clusters with

wrist positions in task space.

4.5.1 Prediction Performance of the Criteria

Fig. 4.4 and Fig. 4.5 show the means (µ) and standard deviations (σ) of the prediction

errors for all the valid trails (2674 out of 2800) conducted by ten subjects. Fig. 4.4

shows the prediction performance of the five candidate criteria. Fig. 4.5 shows the

prediction quality of the synthesized criteria using the least squares method and the

exponential method, respectively. Comparison between Fig. 4.5 and Fig. 4.4 shows

that the predictions of the synthesized criteria using least squares is more accurate

than Criterion 1 and 2, comparable to Criterion 3 and 4, and worse than Criterion

5, while the synthesized criteria using the exponential method is much more accurate

than any candidate criterion. For the exponential method, 79.32% of the trials have

both µEXP ≤ 5◦ and σEXP ≤ 5◦, and only 3.37% trials have either µEXP ≥ 10◦ or

σEXP ≥ 10◦. For the least squares method, 15.78% of the trials have both µLSQ ≤ 5◦

and σLSQ ≤ 5◦. 71.20% trials have either µLSQ ≥ 10◦ or σLSQ ≥ 10◦.

The exponential method infers the variance of the criterion contributions better

than the least squares method. As shown in Fig. 4.6, the contribution coefficients

assigned by the exponential method vary more than the those assigned by the least

squares method. In Fig. 4.6, the swivel angle and the coefficients were normalized

relative to the percentage of the path length traversed by the hand (instead of time),

since in the reaching experiments each subject moved at his/her own pace. The coeffi-

cients corresponding to the candidate criteria are denoted by ci, where i = 1, 2, 3, 4, 5.

“Exp” denotes the measured (experimental) swivel angle profiles, and “Est” denotes

the swivel angle predicted (estimated) by the synthesized criteria. Although both
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methods for inferring criteria contribution coefficients result in the predictions that

follow trends of the measured swivel angle, the prediction errors of the exponential

method are much smaller. This may be because the exponential method uses the

most recent data sample, while the least square method depends on the last 20 data

samples. Comparison of the coefficient profiles shows that the criteria with large pre-

diction errors are suppressed efficiently by the exponential method, which result in a

bigger spread of coefficient ci values.

4.5.2 Characteristic Combinations of Motion Control Crite-

ria

The previous subsection has shown that healthy reaching movements can be best

explained by synthesizing multiple criteria using the exponential method. The co-

efficient assigned to each criterion indicates the time-varying contribution of that

criterion. In the following section, K-means clustering will be applied to the contri-

bution coefficients inferred by the exponential method to identify the characteristic

combinations of motion control criteria, which can be further mapped to task space

the wrist positions.

K-means Clustering of Coefficient Vectors

For each step during the movement, the exponential method has inferred the criterion

contribution coefficients, which forms coefficient vectors v = [c1, ...c5]
T . Regardless of

the sequences of consecutive steps, each coefficient vector is considered as an individ-

ual data point in the K-means clustering. In order to decide the number of clusters,

the sum of the squared distances from each point to the center of its cluster (denoted

by sN) is computed. This sum sN decreases as the number of clusters increases.

Fig. 4.7 shows the normalized sN with respect to s1 for N = 1, 2, ...20. At N = 9,

the ratio between sN and s1 is reduced to 5%, which is appropriate for clustering.

The percentages of vector coefficients in each cluster for N = 9 is shown in Fig. 4.7b.

Cluster 1 has about 30% of the coefficient vectors, while the population in every other

cluster is less than 15%.
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Results of K-means Clustering

Shown in Figures 4.8a to 4.8i , the K-means clustering of the coefficient vectors has

identified characteristic combinations of contribution coefficients. With five candidate

criteria, a threshold coefficient value of 0.2 is set to distinguish between the dominant

and non-dominant criteria. As a result, the characteristic combination of coefficients

can be encoded a five digit binary string. For instance, the characteristics of move-

ments in Cluster 1 (see Fig. 4.8a) can be encoded as 00111, indicating that Criteria

3, 4, and 5 are the dominant criteria, whereas Criteria 1 and 2 make no significant

contribution.

In Fig. 4.8, the clusters are ordered by point populations. Clusters 1, 2, 3 and 6,

which in total have about 70% of the point population, are dominated by multiple

criteria, while each of the remaining five clusters has only one dominant criterion.

This explains the higher performance of the synthesized criteria: most of the data

can only be predicted using multiple criteria. It also explains how individual criteria

can have good prediction performance in some cases: some parts of the data are best

explained by a single criterion.

Associating Clusters with Task Space Wrist Positions

The clusters of coefficient vectors, which indicate the characteristic combinations of

motion control criteria, can be mapped to wrist position in the task space. As shown

in Figures 4.9a to 4.10c , the 3D task space is divided into cells with a 50 × 50mm

grid on the plane the subject is facing (i.e., the x-z plane). Every data point (i.e.,

coefficient vector) falls into a cell according to its associated wrist position. The

frequency of a cluster in a cell is the ratio between the number of points from that

cluster within that cell and the total number of points in that cell. Given a specific

cluster that represents a characteristic combination of criteria, arm postures are more

accurately predicted by that cluster in the regions where it has higher frequency.

Clusters 1, 2, 3 and 6 correspond to characteristic combinations with multiple

dominant criteria. For instance, the dominant criteria of Cluster 1 minimize the joint

angle change, the kinetic energy and the work in joint space. In Fig. 4.9a, Cluster 1

has high frequency in the lower half of the task space, and in the top-right corner.

Cluster 2 is like Cluster 1 except that it does not minimize kinetic energy. It only

has high frequency in the lower-right of the task space. Both Clusters 3 and 6 are

dominated by the rotational axis criterion. Cluster 3 also minimizes the joint angle
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change and works best in the top-left of the task space, while Cluster 6 also minimizes

the work in joint space and works best when the wrist is on the left side of the task

space.

The remaining clusters correspond to the combinations dominated by single cri-

teria. As a result, their frequency graphs indicate the task space regions in which

individual criteria have good arm posture prediction. Cluster 4 minimizes the change

in joint angle and works best for the right side of the task space. Cluster 5 minimizes

the kinetic energy and works well in the lower left of the task space. Cluster 7 em-

phasizes Criterion 1 and has high performance predicting arm posture when the hand

reaches the leftmost edge of the task space or moves around the top-right of the task

space. Cluster 8 is dominated by only the rotational axis method and works well for

the top half of the task space. Cluster 9 minimizes the work in joint space and works

best for the top-right and bottom-left regions.

Fig. 4.10d is a combination of the individual frequency graphs. In Fig. 4.10d, each

cell in the task space is filled with the color of the cluster with the highest frequency

in that region. This colored map reflects the most frequent combinations of criteria

in different regions of the task space.
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(j) Criterion 5.

Figure 4.4: Swivel angle prediction performance for each candidate criterion. µ and
σ denote the mean and the standard deviation of the prediction error.
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(a) Least squares method (LSQ).
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(b) Exponential method (EXP).

Figure 4.5: Swivel angle prediction performance of the synthesized criteria using (a)
the least squares method and (b) the exponential method. µ and σ denote the mean
and the standard deviation of the prediction error.
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(a) Least squares method (LSQ).
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(b) Exponential method (EXP).

Figure 4.6: The swivel angle predictions of candidate criteria, as well as their inferred
contributions. c1 to c5 refer to the candidate criteria. Est refers to the synthesized
criteria. Exp refers to the swivel angle measurements.
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(b) Cluster distribution, N = 9.

Figure 4.7: The sum of the squared distances to the cluster centroid (sN) is computed
for increasing cluster number (N). When the ratio between sN and s1 is reduced to
5%, the clustering is stabilized, at N = 9.
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Figure 4.8: Characteristic combinations of contribution coefficients are identified by
K-means clustering. With respect to the threshold coefficient value 0.2, the dominant
criteria are distinguished from the non-dominant ones.
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(a) Cluster 1. (b) Cluster 2.

(c) Cluster 3. (d) Cluster 4.

(e) Cluster 5. (f) Cluster 6.

Figure 4.9: The clusters’ frequencies in the task space for Cluster 1 to 6.
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(a) Cluster 7. (b) Cluster 8.

(c) Cluster 9.
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Figure 4.10: The clusters’ frequencies in the task space for Cluster 7 to 9. (d) com-
pares the graphs for the nine clusters and illustrates the most-frequent combination
of motion control criteria for each cell in the task space.
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Chapter 5

The Join Coordination in

Reach-to-Grasp Movements

This study investigates the spatial and temporal characteristics of the joint coordi-

nation in reach-to-grasp movements. Experimental data are collected on the reach-

to-grasp movements in a 3-dimensional (3D) workspace, for cylinder targets of dif-

ferent positions and grasping orientations, in addition to the reaching movements

toward the targets of the same positions. The proposed kinematic model enables

the separation between the grasping-relevant degrees of freedom (GR-DOFs) and the

grasping-irrelevant degrees of freedom (GI-DOFs). The four grasping-relevant de-

grees of freedom (GR-DOFs), including the swivel angle and the three wrist joints,

behave differently in reach-to-grasp movements comparing reaching movements and

therefore becomes the focus of the research.

Given the kinematic redundancy of the human arm, the arm posture can be af-

fected by hand orientation when grasping. The coordination of grasping-related de-

grees of freedom (GR-DOFs), including swivel angle, forearm supination, wrist flexion

and radial deviation, depends on their task-relevance, which can be quantified by the

ratio of a joint’s active motion range to its total motion range (R-AMR). The R-

AMR values are computed across the target position and orientation to compare the

task-relevance of the GR-DOFs. Statistical analysis of R-AMR values at the end of

reach-to-grasp movements shows that among the GR-DOFs, radial deviation is most

sensitive to changes in target position, while forearm supination is most sensitive to

changes in target orientation. The forearm supination and swivel angle coordinate for

energy-efficiency such that the swivel angle, which adjusts the posture of the whole

86



arm, is largely unused until the forearm supination approaches its joint limit. The

results further the understanding of the human motor control system in arm mo-

tion control and may benefit the design of the control algorithm for the upper limb

exoskeleton.

5.1 The Grasping-relevant Degrees of Freedom (GR-

DOFs)

(a) Anatomical arm model.

P
s

P
e

P
w

P
c

u

v

f

a

(b) Swivel-angle arm model.

Figure 5.1: (a) The anatomical arm model and (b) the swivel-angle arm model.

Traditionally, the joint coordination in reach-to-grasp movement is based on the

kinematic model in accordance with the anatomical joints. As shown in Fig. 5.1,

the seven degrees of freedom (DOFs) are: shoulder abduction θ1, shoulder flexion

θ2, shoulder rotation θ3, elbow flexion θ4, supination θ5, wrist flexion θ6 and radial

deviation θ7. According to this kinematic model, all the seven DOFs of human arm

are subject to the hand grasping orientation. To reduce the analysis complexity,

this research propose to perform the motion analysis based on the kinematic model

described in Chapter 4, which can identify the DOFs that are not affected by grasping

orientation.
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Figure 5.2: The comparison between the two modeling methodologies.

As shown in Fig. 5.1b, the seven DOFs of the kinematic model are: three DOFs

for the wrist position, one DOF for the swivel angle, and three DOFs for the wrist

orientation. In the reaching and reach-to-grasp movements towards the same target,

the hand paths are not quite different. The arm postures are changed mostly due

to the effect of target orientation on the four grasping-relevant DOFs, including the

swivel angle and three wrist angles. Fig. 5.2 compares the DOFs in the two kine-

matic models. By representing the kinematic redundancy using the swivel angle,

the four grasping-related DOFs are identified, which significantly reduce the analysis

complexity.

5.1.1 Data Analysis Method

5.1.2 Data Normalization and Component Separation

During the experiments, the trajectories of the markers are recorded and the trajec-

tories of the four GR-DOFs are computed by inverse kinematics. These trajectories
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were normalized relative to the percentage of the path length traversed by the hand

(instead of time) and averaged based on five repetitions of the same movement. With

reference to the reaching movements, grasping-related differences are computed so

that the reaching component can be separated from the grasping component. This

component separation is applied to the four GR-DOFs, including the swivel angle

and the three wrist DOFs.

5.1.3 The Ratio of Active Motion Range

In joint coordination, the joints that are actively used respond more to the changes

in task specifications than the joints not actively involved in the movements. The

ratio of the active motion range (R-AMR) for each GR-DOF is computed to

evaluate the responses of the grasping component of the GR-DOFs to the changes

in target position and orientation. At the end of the movements, we computed the

standard deviation of the value of the grasping component for each GR-DOF across

different movements. The R-AMR is then defined as the ratio between this standard

deviation and half of the motion range of this GR-DOF. Note that the R-AMR can

be computed across different movement sets, including movements to targets at a

particular position or in a particular orientation. For a movement set, a large R-

AMR value indicates that that particular DOF is sensitive to the task parameters

that vary within that movement set. For example, the R-AMR of a DOF across reach-

to-grasp movements towards a particular target position with different orientations

indicates the sensitivity of that DOF to target orientation. Likewise, the R-AMR of a

DOF across movements to different targets that share the same orientation indicates

sensitivity to target position.

5.2 Results

5.2.1 The Reaching and Grasping Components.

This section presents results from the analysis of the grasping components of the

reach-to-grasp movements. Prior to computing the R-AMR values for each GR-DOF,

the data collected on reach-to-grasp movements were processed by data normalization

and component separation. Fig. 5.3 shows an example of data normalization of the

swivel angle in the trials collected from a representative subject. In Fig. 5.3a, swivel
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angle trajectories regarding to the same individual target are normalized with respect

to hand path length. The averaged trajectory of five repetitions of each movement

is shown in Fig. 5.3b. With reference to the reaching movement, each reach-to-grasp

movement to the same target is separated into a reaching component (Fig. 5.3c) and a

grasping component (Fig. 5.3d). A grasping component is computed as the difference

between the reaching movement and the reach-to-grasp movement to the same target

but of different grasping orientation.
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(a) Swivel angle normalized w.r.t the percent-
age of path length.
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(b) Averaged swivel angle and standard devia-
tion.
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(c) The reaching component.
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(d) The grasping component.

Figure 5.3: (a) The swivel angle trajectories are normalized with respect to the per-
centage of path length. (b) The averaged trajectories are found with their time-
varying standard deviation. With reference to the averaged trajectory of the reach-
ing movement, the reach-to-grasp movements can be separated into (c) the reaching
component and (d) the grasping component.

In Fig. 5.4, component separation is applied to the data from a representative
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subject for each GR-DOF. The reaching components of all the GR-DOFs are approx-

imately linear with respect to the percentage of the hand path length. The reaching

components of the swivel angle vary for different targets, while the reaching com-

ponents of the other GR-DOFs are mostly constant. In reaching movements, the

index finger is aligned with the forearm, which results in little movement of forearm

pronation-supination. With regard to the grasping components, the swivel angle and

the forearm pronation-supination is linear for most of the path length percentages.

The flexion-extension and radial deviation at the wrist are nonlinear. The nonlinear

flexion-extension during the movement is possibly due to opening and closing of the

hand aperture preparing for grasping.

Fig. 5.5 shows the second derivative of the grasping components of the four GR-

DOFs. During the reach-to-grasp movements, each GR-DOF experiences three dis-

tinguishable phases with different amounts of acceleration/deceleration. The first

10% − 20% of the movement is the “pre-match” phase. Knowing the designated

target orientation, subjects coordinate the four grasping variables for matching the

hand orientation with the target orientation. After the pre-match phase, there is a

period during which there is no significant change in the acceleration of the variables.

After 60% − 80% of the path length, the hand has been transported close enough

to the target such that the four variables are adjusted for closing the hand and for

matching the hand with the target more precisely. The second phase is called the

“transportation phase” and the third phase is called the “match phase”. Regarding

the temporal responses of the GR-DOFs, the three distinguishable amounts of accel-

eration/deceleration indicate different levels of voluntary control in different phases

of motion.

5.2.2 The Task-relevance During the Movements

This section presents the results of the statistical analysis on the R-AMR values

during reach-to-grasp movements. Foremost, different GR-DOFs are not used to the

same extent: although arm postures start to match the target orientation early in a

movement, the wrist joint, which is responsible for final adjustment, is not actively

used until the hand is close to the target. As the use of a GR-DOF increases during

a reach-to-grasp movement, its variance (with respect to task parameters such as

target position and orientation) increases accordingly, reflected in an increased R-

AMR value. To investigate task-relevance during movement, the R-AMR values were
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computed with increment of 0.5% of the hand path. For reaching components, R-

AMR values are computed based on the standard deviations across different target

positions. Fig. 5.6a shows the mean R-AMR values of the reaching component during

movement. The mean R-AMR of the swivel angle quickly becomes much larger than

that of the other DOFs. For the grasping component, R-AMR values are computed

based on the standard deviation across target position and across target orientation,

respectively. Fig. 5.6 plots the mean of the across-target-orientation R-AMR against

the mean of the across-target-position R-AMR. Comparing the slopes of the four

profiles, the slopes of the swivel angle and forearm supination are greater than one

while the other GR-DOFs are less than one. This implies that the swivel angle and

forearm supination are more sensitive to changes in target orientation than to changes

in target position, while the other GR-DOFs are the opposite. It is notable that the

profile for wrist flexion is nonlinear, corresponding to the opening and closing of

the hand during movement in preparation for grasping the target, while for the other

three GR-DOFs, the across-target-orientation R-AMR increases roughly linearly with

the across-target-position R-AMR. Note also that wrist flexion near the end of the

task falls on the reference line indicating equal sensitivity to both target position and

orientation.

5.2.3 The Task-relevance at the End of the Movements

The R-AMR100% value for a set of movements is the R-AMR computed at the end of

the task. Fig. 5.7 computes R-AMR100% values for reaching and grasping components

separately for each subject, and compares them using multiple comparison. For all of

the GR-DOFs, the R-AMR100% of the grasping component is significantly larger than

that of the reaching component. The swivel angle, which has the largest reaching-

component R-AMR100%, exhibits the smallest difference between the reaching and

grasping components. Among the grasping components, the forearm supination and

radial deviation are much higher than the other two GR-DOFs. The wrist flexion

has the lowest R-AMR100% for both the reaching and grasping components, which

coincides with its limited motion due to the wrist tension in power grasps.

In Fig. 5.8, across-target-position and across-target-orientation R-AMR100% values

are computed without component separation. In Fig. 5.8a, the radial deviation has

significantly higher R-AMR100% across the target positions than other GR-DOFs,

which implies high task-relevance to the changes in target position. Fig. 5.8b shows
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that forearm supination is the GR-DOF most relevant to changes in target orientation,

while wrist flexion is least relevant. The swivel angle, which adjusts hand orientation

by moving the whole arm, has much lower task-relevance than forearm supination.

Fig. 5.9 compares the swivel angle and the forearm supination by their end values

and across-target-position grasping-component R-AMR100% values at different target

orientations. Comparing Figures 5.9a and 5.9b , the end values of the swivel angle

increase significantly when the target orientation changes from 90◦ to 135◦, while

the changes in the forearm supination is small. Before the target orientation reaches

90◦, the forearm supination changes more with the target orientation than the swivel

angle. Comparing Figures 5.9c and 5.9d , the R-AMR100% values of the swivel angle

are consistently low for different target orientations, while the R-AMR100% of the

forearm supination is significantly reduced as the target orientation increases and

settles down when the target orientation reaches 90◦.

5.2.4 The Synergetic Coordination of Task-relevant GR-DOFs

Section ?? has shown that the GR-DOFs of higher task-relevance are more actively

used, which inspires a study of their coordination. During the experiment, the target

orientation only changes in the plane that the subject faces. As a result, hand orien-

tation is cooperatively adjusted by the swivel angle and pronation-supination. When

the target orientation is greater than 90◦, the swivel angle is largely used to provide

comfortable grasping postures. To investigate this task-dependent coordination of

the GR-DOFs, for each subject, we computed the average of the end values of the

grasping components of a GR-DOF across all target positions for the same target

orientation. The average end values corresponding to different target orientations

form the response of a GR-DOF to the change in target orientation. In Figures 5.10a

and 5.10b , each solid blue line represents the response of a subject to target orien-

tations. The associated dashed blue lines are the third-order spline regressions. The

averaged response of all subject is represented by a solid red line, bounded by two

red dash lines that represent the standard deviation. While Figures 5.10a and 5.10b

describe the responses at the swivel angle and the pronation-supination, Fig. 5.10c

shows the changes of hand orientation resulting from their task-dependent coordi-

nation. Denoting the target orientation by φ and the hand orientation by η, the

coordination of the nonlinear responses of the swivel angle and pronation-supination

results in an approximately linear response in hand orientation (see Equations (5.1)
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and (5.2)).

ϕ = 0.0015φ2 + 0.0502φ− 7.9475 (5.1)

θ5 = −0.0043φ2 + 1.1630φ− 56.3191 (5.2)

η = 0.8658φ− 62.4985 (5.3)

For each subject, we computed the standard deviations across the target position

for the end values of the swivel angle, the pronation-supination and the hand orienta-

tion, denoted by σϕ, σθ5 and ση, respectively. The standard deviations are computed

based on the regression of variable responses and cover the target orientation range

from 0 to 135◦. To analyze the variance of the coordinated joints and their resulted

hand orientation, we compute (σ2
ϕ + σ2

θ5
)1/2 and compare it to ση. Fig. 5.10d shows

ση − (σ2
ϕ+σ2

θ5
)1/2 values are mostly negative for all the nine subjects, which indicates

that the coordination of swivel angle and the pronation-supination is synergetic [8].
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(b) The grasping components.

Figure 5.4: The reaching and grasping components of the swivel angle (ϕ), pronation-
supination (θ5), flexion-extension (θ6) and radial deviation (θ7).
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Figure 5.5: Second order derivative of the grasping component.
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Figure 5.6: The normalized R-ARM values across target position and orientation.
(a) The mean R-AMR of the reaching component w.r.t the percentage of the path
length; (b) the progression of R-AMR values of the grasping component during move-
ment: across-target-position vs. across-target-orientation R-AMR for each GR-DOF
starting from the bottom-left.
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Figure 5.7: Multiple comparison of the R-AMR values at the end of the movements
(i.e., the R-AMR100%) between the reaching and grasping components.
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Figure 5.8: Multiple comparison of R-AMR100% values for reach-to-grasp tasks. GR-
DOFs 1 to 4 refer to swivel angle, forearm supination, wrist flexion, and radial devi-
ation respectively.
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Figure 5.9: Multiple comparison of across-target-position R-AMR100% values among
different target orientations.
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Figure 5.10: The averaged response of grasping component for (a) the swivel angle,
(b) the pronation-supination and (c) the hand orientation. (d) ση − (σ2

ϕ + σ2
θ5
)1/2

is negative, indicating that the swivel angle and the pronation-supination exhibit
synergy.
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Chapter 6

Inter-arm Coupling in Bimanual

Movements and the Efficacy of

Bilateral Training for Stroke

Recovery

Bilateral training has been used for post-stroke rehabilitation of patients with paretic

upper arms. This training method exploits the inter-arm coupling in bimanual move-

ments which tends to synchronize the paretic arm with the non-paretic arm for motor

function recovery. Different levels of motor function recovery have been reported in

clinical studies, yet the efficacy of bilateral training is still not clear. As a result, this

paper collected data on bimanual symmetric reaching movements in a 3-dimensional

(3D) workspace from ten healthy subjects and eight chronic stroke patients, to inves-

tigate the effects of inter-arm coupling.

In reaching experiments, identical tasks are also performed unimanually and recorded.

This chapter will introduce a method for quantifying the similarity between two

recorded arm movements, to measure arm behavior changes and to quantify the

similarity of the movements of the two arms. The proposed method provides a quan-

titative approach which is independent of the task and its associated kinematic and

dynamic variables. It is applicable to both in-phase and anti-phase bimanual move-

ments as well as unimanual movements. The inter-arm comparisons provide insight

into motor control differences between arms with higher and lower motor function,

particularly in chronic stroke patients.
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6.1 Quantification of Movement Symmetry

Figure 6.1: The four joint angles extracted from the reaching movements are the
shoulder abduction (θ1), shoulder flexion (θ2), shoulder rotation (θ3) and elbow flexion
(θ4).

In reaching experiments, time sequences of shoulder, elbow and wrist positions

(denoted by Ps, Pe and Pw respectively; see Fig. 6.1) are recorded and the joint

angles are computed by inverse kinematics. Since each subject conducted the reaching

movements at their own comfortable pace, the time sequences from each trial are

aligned with respect to the percentage of the path length that the wrist has covered

as a normalization step. Each mean trajectory is averaged from the five repetitions

of the same movement.

6.1.1 Mapping Symmetry

Three mapping symmetry variables can be used to quantify the similarity of two

movements. As shown in Fig. 6.2, the normalized and averaged joint angles of one

movement (denoted by θi) are plotted against the corresponding joint angles from the
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other movement(denoted by θ
′
i). A mapping plot based on the movements of the two

arms is an inter-arm mapping, while the movements of an identical task performed by

the same arm in unimanual and bimanual modes results in an inter-mode mapping.

Linear regression is used to find the slope p1 and the intersection p2 for a mapping

(i.e., θ
′
i = p1θi + p2). The coefficient of determination R2 is computed and referred

as the mapping linearity. For ideally symmetric movements, the mapping plots are

straight line segments with p1 = 1, p2 = 0 and R2 = 1. Any deviation from from

ideal symmetry is reflected by changes in the three mapping symmetry variables.

As shown in Fig. 6.2 p1 indicates which motion traverses more of the joint space.

Differences between the average postures of two movements result in a non-zero p2,

while nonlinear deviations lead to an R2 value less than 1. For inter-arm mappings,

the mapping symmetry variables measure inter-arm differences (which reflect both

differences in motor control between the hemispheres and differences in arm dynam-

ics). For inter-mode mappings, the mapping symmetry variables measure behavior

changes of an individual arm and reflect the effects of inter-arm coupling.

6.1.2 Mapping Complexity

In addition to the mapping symmetry variables, the similarity of two movements can

be quantified by their mapping complexity. Identical movements (in-phase or anti-

phase) can be mapped to each other using a single line segment, but for movements

that differ, an approximate mapping must use multiple line segments to achieve tol-

erable accuracy (measured by R2). Using piecewise linear fitting, a mapping plot

can be approximated by a sequence of connected line segments, and the number of

segments used can be increased until a desired quality of fitting is achieved. Fig. 6.3

shows an example of piecewise linear regression applied to an inter-arm mapping at

the elbow flexion θ4 of a stroke patient.

As the number of the approximation line segments (denoted by N) goes up, the

coefficient of determination R2 increases and stabilizes for large N . To represent

the shape of a mapping plot without overemphasizing negligible turning points, the

mapping complexity Nc is defined as the smallest N such that R2 > 0.95. The map-

ping complexity of two movements reflects the difficulty in generating one movement

given the knowledge of the other. It is similar to the mapping linearity variable R2,

since the mismatching of two movements usually results in more turning points in the

mapping plot and therefore more approximation segments. However, the mapping
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Figure 6.2: The variables for measuring mapping symmetry. (a) Diverging trajectories
result in different slopes. (b) Parallel trajectories result in different intersections.
(c) Nonlinear deviations influence R2.
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Figure 6.3: Mapping complexity V.S. Fitting quality for a pair of movements at a
single joint.

linearity and complexity are not the same. A mapping plot that consists of a few

largely non-collinear segments may have large R2 but low mapping complexity.

6.2 Statistical Data Analysis Method

Fig. 6.4a summarizes the steps of the methodology in a flowchart. As shown in Fig. 6.4b,

the data for both arms on both unimanual and bimanual movements are collected

from healthy and chronic stroke subjects. Mapping symmetry and complexity vari-

ables are extracted for inter-arm and inter-mode mappings, and statistical tests are

used to compare the distribution of the variables (1) among the joint angles, and

(2) between different experimental cases, including unimanual/bimanual modes and
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Figure 6.4: (a)The flowchart for the methodology steps, and (b) the mappings (de-
noted by numbers) and the inter-mapping comparisons (denoted by letters).

healthy/stroke subject categories.

6.3 Results

6.3.1 The Normalized and Averaged Joint Angles

Fig. 6.5 shows an example of normalized and averaged joint angle profiles from

a healthy subject. Each bundle consists of five trajectories, each corresponding

to the mean trajectory (over five trials) towards a single target. The difference

in color/pattern distinguishes movements performed by different arms in different

modes.

6.3.2 Representative Mapping Plots

Fig. 6.6 shows the representative mapping plots for the inter-arm mappings and the

inter-mode mappings. In each graph, two movements are plotted against each other.

These mappings are more nonlinear for stroke subjects than for healthy subjects.

Among the joint angles, shoulder flexion θ2 has the best mapping linearity, while elbow

flexion θ4 is the most nonlinear. The mapping symmetry and complexity indicate the

similarity of the two movements being compared.
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(a) θ1 shoulder abduction.
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(b) θ2 shoulder flexion.
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(c) θ3 shoulder rotation.
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(d) θ4 elbow flexion.

Figure 6.5: The normalized and averaged joint angle trajectories. “uni” and “bi”
are for unimanual and bimanual modes, while “D” and “ND” are for dominant and
non-dominant arms.

6.3.3 Results of Statistical Analysis

This section presents the results of statistical analysis. First of all, two-way ANOVA

is applied to find out the significant differences (1) among joints and (2) between

experimental cases (including unimanual/bimanual modes, healthy/stroke subjects,

etc.). The significant differences found by two-way ANOVA are further investigated:

significant differences among joints are illustrated by multi-comparison, while sig-

nificant differences between experimental cases are confirmed by two-sample T-test.

The summarized results of inter-mapping comparisons presented in Section 6.3.4 first

refer to Table 6.1 for significant differences in general. For significant differences

among joints it refers to Figures 6.7 and 6.8 , and for significant differences between
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Figure 6.6: Examples of mapping plots: (a) healthy subject, inter-arm mapping;
(b) stroke subject, inter-arm mapping; (c) healthy subject inter-mode mapping; (d)
stroke subject, inter-mode mapping.

experimental cases it refers to Table 6.2.

Results of Two-Way ANOVA

Table 6.1 shows the results of two-way ANOVA on comparisons A to H. Each compar-

ison uses a pair of mappings to find differences in motion symmetry among different

joints (the first ANOVA factor) and between experimental cases (the second ANOVA

factor). The second factor is mode (unimanual/bimanual) for comparisons A and
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Comparison A Comparison B
θi Uni/Bi Interaction θi Uni/Bi Interaction

p1 ⋆ ⋆
p2 ⋆ ⋆
R2 ⋆ ⋆ ⋆
Nc ⋆ ⋆ ⋆

Comparison C Comparison D
θi D/ND Interaction θi NP/P Interaction

p1 ⋆ ⋆
p2 ⋆ ⋆ ⋆
R2 ⋆ ⋆
Nc ⋆ ⋆

Comparison E Comparison F
θi H/S Interaction θi H/S Interaction

p1 ⋆ ⋆ ⋆ ⋆ ⋆
p2 ⋆ ⋆ ⋆ ⋆ ⋆ ⋆
R2 ⋆ ⋆ ⋆ ⋆ ⋆ ⋆
Nc ⋆ ⋆ ⋆ ⋆ ⋆

Comparison G Comparison H
θi H/S Interaction θi H/S Interaction

p1 ⋆ ⋆ ⋆ ⋆
p2 ⋆ ⋆ ⋆ ⋆
R2 ⋆ ⋆ ⋆ ⋆
Nc ⋆ ⋆ ⋆ ⋆

Table 6.1: Results of two-way ANOVA on the inter-mapping comparisons A to H.
Each analysis indicates a significant difference at the 95% confidence level with a “⋆”.
Fig. 6.4b indicates which data are used in each comparison.

B, arm dominance/paresis for comparisons C and D, and subject category (“H” for

healthy and “S” for stroke) for comparisons E, F, G, and H. Where a significant

difference is found with a confidence level of 95%, a “⋆” is shown.

For the first factor (joint), all the comparisons show significant differences, except

for the p1 variable for comparison E. For the second factor, a few significant differences

are found for the comparisons within subject categories (comparisons A, B, C, and

D), including (1) the coefficient of determination R2 and mapping complexity Nc

for comparison A, and (2) posture difference p2 in comparison D. The comparisons

between healthy and stroke subjects reveal more significant differences.
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Multiple Comparison Among Joints

Based on the two-way ANOVA results, a post hoc comparison is applied to find joints

with outstanding behavior. The significant differences in the θi column of Table 6.1

are further illustrated by Figures 6.7 and 6.8 .
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(d) Mapping 4.

Figure 6.7: Results of multi-comparison among joints. The inter-arm mappings are:
(a) healthy subject, unimanual mode; (b) healthy subject, bimanual mode; (c) stroke
subject, unimanual mode; (d) stroke subject, bimanual mode.
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Figure 6.8: Results of multi-comparison among joints. The inter-mode mappings are:
(a) healthy subject, dominant arm; (b) healthy subject, non-dominant arm; (c) stroke
subject, non-paretic arm; (d) stroke subject, paretic arm.

109



Results of Two-sample T-tests

Comparison A Comparison B Comparison C Comparison D
θ1 θ2 θ3 θ4 θ1 θ2 θ3 θ4 θ1 θ2 θ3 θ4 θ1 θ2 θ3 θ4

p1 −
p2 + + +
R2 + +
Nc −

Comparison E Comparison F Comparison G Comparison H
θ1 θ2 θ3 θ4 θ1 θ2 θ3 θ4 θ1 θ2 θ3 θ4 θ1 θ2 θ3 θ4

p1 − − − − − −
p2 − + + + + − +
R2 − − − − − − − − − − −
Nc + + + + + + + + + + + +

Table 6.2: Results of two-sample T-tests: inter-mapping comparisons on the means
of each variable.

Table 6.2 shows the results of two-sample T-tests on the distribution of the vari-

ables extracted from each of the two mappings corresponding to the same joint. The

two-sample T test is used to compare the means of the two populations. At the 95%

confidence level, a significant increase is marked by “+” and a significant decrease by

“-”. The details of the significant differences will be elaborated for each comparison.

6.3.4 Summarized Results of Inter-mapping Comparisons

Comparison A

Mappings 1 and 2 are the inter-arm mappings of healthy subjects in unimanual and

bimanual modes. As shown in Figures 6.7a and 6.7b , in both unimanual and bi-

manual modes, θ3 stands out in both p1 and p2, indicating that the non-dominant

arm traverses more of the joint space (largest positive p1) but is lower in average

arm posture (smallest negative p2) than the dominant arm. R2 indicates significant

differences between θ2 and θ1, which is more pronounced in their Nc. Particularly, θ2

is close to ideally symmetric for p1, p2, and R2, in addition to having the lowest Nc.

Table 6.1 shows the significant differences in R2 and Nc between the inter-arm

mappings in unimanual and bimanual modes. Referring to Table 6.2, in bimanual

mode, (1) R2 is increased at θ2 and θ4 (see Figures 6.9a and 6.9b ), and (2) Nc
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is reduced at θ4 (see Fig. 6.9c). As expected, these differences indicate that the

bimanual mode exhibits increased symmetry in arm movement, presumably due to

interarm coupling.

Comparison B

Mappings 3 and 4 are the inter-arm mappings of the chronic stroke subjects in uni-

manual and bimanual modes. As shown in Figures 6.7c and 6.7d , in both unimanual

and bimanual modes, at both shoulder rotation θ3 and elbow flexion θ4, the paretic

arm traverses less of the joint space (p1 < 1) and has higher average arm posture

(large positive p2) than the non-paretic arm. Shoulder flexion θ2 has the highest R2

and the lowest Nc of the joints, while the R2 and Nc of shoulder abduction θ1 are

comparable to those of θ3 and θ4, which indicates that shoulder flexion is the most

symmetric joint in stroke patients.

According to Table 6.2, the shoulder flexion θ2 of the paretic arm has lower average

arm posture than the non-paretic arm in unimanual mode, while in bimanual mode,

the two arms have about the same posture. As shown in Fig. 6.9d, p2 is increased at

θ2, while its mean is close to zero.
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Figure 6.9: Results of multi-comparison of the unimanual and bimanual modes in
comparisons A and B.

Comparison C

Figures 6.8a and 6.8b compares the inter-mode mappings of the dominant and non-

dominant arms of the healthy subjects. For both of the two arms, θ2 and θ3 have

larger R2 and lower Nc. Comparing among the joints, for the dominant arm, p1 at θ1

is much less than 1; p2 at θ1 and θ4 is greater than zero, while at θ3, p2 is less than
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zero (see Fig. 6.8a). On the other hand, p1 and p2 of the non-dominant arm deviate

less from ideal symmetry (see Fig. 6.8b). Table 6.1 confirms the significant differences

among joints but shows no significant differences between the two arms.

Comparison D

Figures 6.8c and 6.8d compares the inter-mode mappings of paretic and non-paretic

arms of the chronic stroke patients. For the non-paretic arm, the mapping is most

nonlinear at θ4 (largest R2). The posture of the paretic arm raised was higher at θ3

and θ4 in bimanual mode. For both of the two arms, θ2 is outstanding for highest R2

and lowest Nc.

Table 6.1 reports the significant differences in p2 and R2 between the inter-mode

mappings of the two arm. With reference to Table 6.2, we find the following significant

differences between the paretic and non-paretic arms: (1) at θ2, the paretic arm

traverses about the same distance in joint space (p1 is about 1) and maintains about

the same average arm posture (p2 is about zero) for different modes, while the non-

paretic arm traverses more of the joint space (p1 is about 1.1) and reduces the average

arm posture (p2 < 0) in bimanual mode (see Figures 6.10a to 6.10b ); (2) at θ3, the

increase of arm posture is more pronounced in the paretic arm than the non-paretic

arm (see Fig. 6.10c).
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Figure 6.10: Results of Multi-comparison the Unimanual and Bimanual Modes: Com-
parison D
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Comparison Between Healthy and Stroke Subject (Comparison E to H)

Comparison E to H are the comparisons between the mappings of the healthy and

stroke subjects. Referring to the significant differences listed in Table 6.1 and 6.2,

the stroke subjects have higher mapping nonlinearity (R2) and mapping complexity

(Nc) than the healthy subjects, where a significant differences exists. In general, the

mappings with significantly higher nonlinearity also have higher mapping complexity.

However, the mapping linearity R2 and the mapping complexity Nc do not report

significant differences consistently all the time. Referring to the p values, when R2

reports a significant difference, the p-value ofNc is very close to the level of significance

(i.e., p = 0.05). On the other hand, when Nc reports a significant difference, the p-

value of R2 is much larger than the level of significance.

Comparison I (Changes in the Paretic Arm w.r.t the Non-paretic Arm)
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(a) Multiple comparison among joints.
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Figure 6.11: Mapping 9: from the paretic arm in bimanual mode to the non-paretic
arm in unimanual mode. (a) Results of multiple comparison among joints. (b) and
(c) Significant differences in Comparison I (Mapping 3 V.S. Mapping 9).

To investigate changes in the paretic arm when inter-arm coupling takes effect,

we compare the inter-arm mappings from the unimanual and bimanual movements of

the paretic arm to the unimanual movements of the non-paretic arm. The mapping
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symmetry and complexity variables are extracted from mapping 9 and compared with

mapping 3. According to the comparison among joints (see Fig. 6.11a), the higher

average arm posture of the paretic arm is more pronounced at shoulder rotation θ3

and elbow flexion θ4; the mapping complexity is the lowest at shoulder flexion θ2. As

shown in Fig. 6.11c, the significant differences between mapping 3 and 9 show that:

(1) the shoulder flexion θ2 of the paretic arm is higher in bimanual mode with respect

to the non-paretic arm in unimanual mode, and (2) the mapping complexity Nc is

increased at the shoulder rotation θ3.
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Chapter 7

Discussion and Conclusions

This chapter presents the discussions and conclusions based on the researches in

Chapter 4 to 5.

7.1 The Spatial Map of Synthesized Criteria for

the Redundancy Resolution of Human Arm

Movements

This research has analyzed recorded data from reaching movements and inferred the

contributions of various criteria to arm motion control. Five criteria (three kinematic

and two dynamic) are investigated, and are compared by their the swivel angle pre-

diction performance. Inference based on synthesized criteria using the exponential

method predicts the arm postures more accurately than inference using the least

squares method. Using the exponential method, among 2674 valid trials collected

from ten healthy subjects, the mean and standard deviation of the prediction errors

during movement was less than 5◦ for 79% of the trials, and only 3% of trials had

either a mean or standard deviation of the prediction error of more than 10◦.

Using K-means clustering, the contribution coefficient vectors are grouped into

nine clusters with distinguishable coefficient value distributions, which indicate the

characteristic combinations of motion control criteria. The clusters are mapped to

wrist positions in the 3D workspace, and their high-frequency regions are presented in

a colored map. Based on the results presented in Chapter 4, this section will provide

further discussion that highlights the new findings regarding the strategies of healthy
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arm motion control. Both the methodology contribution (i.e., the general framework

that synthesizes, evaluates and compares motion control criteria that resolve the

kinematic redundancy of human arm) and its application to the real-time control of

an upper limb exoskeleton will be addressed.

7.1.1 Regional Motion Control Strategies in the Task Space

The data analysis has shown by synthesizing a limited number of control criteria

that address different aspects of motion characteristics, the kinematic redundancy of

the human arm can be resolved to render natural human arm postures in reaching

movements. The redundancy resolution according to the combined control criteria

outperforms all of its individual components. The method used to combine the crite-

ria is critical to getting good estimations of arm posture. The arm postures are not

be well-predicted by the least squares method, which assigns the contribution coef-

ficients based on the overall prediction performance within a relatively long history.

The higher performance of the exponential method, which assigns contribution coeffi-

cients only based on the prediction of the last time step indicates that the contribution

of each individual criterion is time-sensitive. Indeed, the contribution coefficient as-

signed to each individual criterion varies during the reaching movement, instead of

maintaining a constant value for the whole movement. In previous research, Kashi

et al. integrated two kinematic control criteria and suggested constant partial contri-

butions to combine these two criteria: 70% for the criterion that minimized angular

displacement and 30% for the criterion that averaged the limits of the shoulder joint

range [29]. Kim et al. combined a criterion that maximized motion efficiency (Criteria

1) with one that minimized the work in joint space (Criteria 5) using least squares and

claimed that the contribution of the dynamic criterion is negligible compared with

the kinematic criterion [18]. Biess et al. suggested a global path planning method

that defines the temporal properties of the movement by minimizing the squared jerk

along the selected end-effector path, and the spatial properties of the movements by

finding the geodesic path in joint space [27]. According to this method, there ex-

ists a single control criterion that dictates the spatiotemporal properties of reaching

movements. These results are all challenged by our findings that (1) the contribution

coefficients of combined criteria should be time-varying instead of constant, and (2)

no single control criterion can accurately model arm movements from the beginning

to the end.
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Clustering the contribution coefficient vectors showed the spatial dependence of

the criterion contributions in addition to its temporal dependence. A combined map of

cluster frequency (Fig. 4.10d) shows that the lower part of the workspace is dominated

by cluster 1 (represented by red). Cluster 1 is significantly affected by criteria 3, 4

and 5: the kinematic criterion that minimizes the joint angle change, as well as the

two dynamic criteria that minimize the change in kinetic energy and the work done in

joint space. A possible explanation for the high frequency of Cluster 1 in this region

is that when reaching for targets in the lower part of the workspace, the arm is far

away from the center of the stereoscopic visual range. Without seeing the movements

of the whole arm, motion control may be more dependent on proprioceptive feedback.

Low elbow postures in accordance with the direction of gravity do not block the view

for reaching movement in this region, and therefore may be preferred for less energy

consumption. In addition, when reaching to the lower-left part of the workspace,

these energy-saving elbow postures may be preferred since the arm motion range is

constrained by the torso.

In the upper-right part of the workspace, Cluster 3 is the most frequent (rep-

resented by yellow in Fig. 4.10d). According to Fig. 4.8c, the control strategy of

cluster 3 is strongly affected by two kinematic criteria: maintaining the equilibrium

posture (criterion 2) and minimizing the joint angle change (criterion 3). With the

shoulder position aligned with the center of the workspace, the upper part of the

workspace is about even with eye-level. The equilibrium posture may be preferred

since it naturally brings the hand into the stereoscopic visual range, and results in

less work for the periarticular muscles. Note that the dynamic model used simulates

the human arm as linked rigid bodies. Without simulating muscular forces, dynamic

criteria are less useful than the equilibrium posture criterion in predicting motions in

this area. The criterion that minimizes the joint angle change demonstrates a strong

impact in Clusters 1 to 4. Considering the fraction of the coefficient vectors in these

four clusters (62.56%) and the area of the workspace where they have high frequency

(see Figures 4.9a to 4.9d ), this criterion that emphasizes smoothness of motion is

generally applicable to the whole workspace.

7.1.2 Methodology Contribution

As a methodology contribution, this paper proposes: (1) a general framework for the

comparison of real-time motion control criteria and (2) methods for criterion syn-
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thesis and contribution inference. By synthesizing a highly-accurate motion control

criterion out of several candidate criteria, the method followed here is able to infer

the contribution of each candidate criterion to arm motion control, and the temporal

and spatial variation of its contribution. Clustering is used to determine which crite-

ria are related, and find characteristic combinations of criteria that best explain arm

motion in different areas of the task space. This allows for high-fidelity analysis of the

criterion contributions, and a computationally efficient cost function which ignores

criteria with negligible contributions could be constructed as a result. This frame-

work could also be used to evaluate more candidate criteria besides those presented

in this paper.

Within the proposed general framework, the least squares and the exponential

methods are investigated. Section 4.5.1 presents the prediction quality of the synthe-

sized criteria using these methods, as well as the prediction quality of each candidate

criterion. Compared to the least squares method, the proposed exponential method

is preferable for criterion synthesis and contribution inference: it predicts the arm

posture more accurately than all of the individual candidate criteria, while the least

squares method predicts no better than the criterion with the best individual per-

formance. The main difference between the two synthesis methods is that the least

squares method considers the last 20 steps of history and tries to find a set of con-

stant coefficients which maximize prediction accuracy during that period, whereas the

exponential method only considers prediction error in the last step and adjusts the co-

efficients at each step accordingly. The least squares method would be able to predict

arm posture accurately if the contribution of each candidate criterion were relatively

constant, but the more accurate prediction rendered by the exponential method shows

that the contributions of candidate criteria are not constant. As shown in Figures 4.6

to 4.10d , the contribution coefficients vary in time and space.

7.2 Task-relevance of Grasping-related Degrees of

Freedom in Reach-to-grasp Movements

In reach-to-grasp movements, arm posture is significantly affected by grasp orienta-

tion. The kinematic analysis on human arm has indicated that compared to joint

coordination in reaching movements, human arm only behaves differently at the four

grasping-relevant degrees of freedom (GR-DOFs), including the swivel angle, the
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pronation-supination, the wrist flexion and the radial deviation. As a result, this re-

search focused on the four GR-DOFs and separated their grasping components from

their reaching components.

7.2.1 The Task-dependent Coordination of GR-DOFs

Investigations of the grasping components of the GR-DOFs have indicated that the

coordination of the GR-DOFs are task-dependent. Comparing their ratios of active

motion range (R-AMR), the task-relevant GR-DOFs are more actively used, while

the task-irrelevant joints are left uncontrolled. In the reach-to-grasp experiments,

the target orientation varies in the plane that the subject faces, which demands the

cooperative responses of the swivel angle and the pronation-supination. The wrist

flexion is least useful for matching hand orientation to target orientation and therefore

its joint angle does not vary much for different target positions and orientations. To

minimize the control effort, such task-irrelevant joints are preferably maintained at

their neutral positions [39].

The analysis on the R-AMR values further pointed out that among the task-

relevant GR-DOFs, the smaller joints are more actively used than the larger joints. In

the control of robotic manipulator, the macro and micro joints has been assigned with

different control priorities in the trajectory tracking task. In [224], a flexible macro-

structure that moves quickly over a wide range of motion is mainly responsible for the

task, while a rigid micro-structure compensates for tracking errors. In the context of

reach-to-grasp movements, one way to segment the macro/micro structures refers to

the arm as a macro mechanism and the hand as a micro mechanism. As such, the arm

as a gross positioner is manipulable to maximize the dexterity of the hand as the micro

manipulator which is responsible for accomplishing the task [93, 94]. To adjust the

hand orientation, since the swivel angle (macro) and the pronation-supination angle

of the forearm (micro) can serve the same purpose, it is more energy-efficient to adjust

the pronation-supination angle of the forearm as opposed to the swivel angle if the

target orientation is within the range of motion of the forearm.

The coordination of the task-relevant GR-DOFs has been analyzed by their re-

sponses to the changes in target orientation. As shown in Fig. 5.10d, the total variance

of the swivel angle and the pronation-supination is less than the variance in their re-

sulted hand orientation, which indicates that the coordination of the task-relevant

GR-DOFs is in synergy. Studies on the variability of human motion have pointed
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out that motor synergy reduces the computational complexity of motor control. It is

generally applicable to different levels of motor activities (neural, muscular, dynamic,

kinematic, etc.), and appropriate for coordinating the numerous degrees of freedom

in the body [165]. In previous research, the motor synergy has been found in the two-

finger force production task [8]. As an original contribution, this paper provides a

method to measure the task-relevance of the GR-DOFs and provides further evidence

of the motor synergy of the task-relevant GR-DOFs in multiple joint coordination.

7.2.2 On the Control of the Upper Limb Exoskeleton

Studies on the joint coordination in reach-to-grasp movements provide useful guide-

lines for the control of the upper limb exoskeleton. The separation of the reaching

and grasping components shows that the redundancy resolution of the reach-to-grasp

movements can take advantage of existing redundancy resolution methods for reach-

ing movements. During the movements, the grasping components of the swivel angle

and pronation-supination are mostly linear with respect to the percentage of the

hand path length. In response to the changes in the target orientation, the end

values of these two synergistically coordinated GR-DOFs may follow the proposed

regression (see Equations (5.1) to (5.3)). For reach-to-grasp tasks similar to the ex-

periments described in this paper, the end values of the radial deviation varies more

across target position than across target orientation. At the end of the movements,

the flexion-extension can be constrained to its neutral position to reduce the con-

trol complexity. Regarding the temporal responses of the GR-DOFs, the analysis of

acceleration/deceleration shows that the reach-to-grasp movement has three distin-

guishable phases with different levels of voluntary control. As a result, this research

suggests that feed-forward control be used during the first 80% of the path length

and feedback control for precisely matching the hand orientation with the target

orientation.

120



7.3 The Effect of Inter-arm Coupling and the Ef-

ficacy of Bilateral Training

7.3.1 On the Inter-arm Mappings

The inter-arm mappings in unimanual mode imply a general similarity of individual

motor control for each arm. The comparisons of the inter-arm mapping between

unimanual and bimanual modes reveal the effects of inter-arm coupling. According to

the multiple comparisons among joints, for the healthy subjects, shoulder flexion θ2 of

the two arms has the most similar movements among all the joints in both unimanual

and bimanual modes, indicated by its close-to-ideal symmetry and minimal mapping

complexity. Shoulder rotation θ3 is the least symmetric joint in terms of motion range

in joint space and arm posture, while shoulder abduction θ1 is outstanding for having

the most nonlinearity (lowest R2) and highest mapping complexity (highest Nc). For

the stroke subjects, although there are not as many significant differences among

the joints, shoulder flexion θ2 still has the lowest mapping complexity. Shoulder

rotation θ3 and elbow flexion θ4 are outstandingly non-symmetric in motion range

and arm posture. The mapping linearity and complexity of the shoulder abduction

θ1 is comparable to those of the shoulder rotation θ3 and elbow flexion θ4.

As shown in comparisons A and B, for both the healthy and stroke subjects,

shoulder flexion θ2 demonstrates improved mapping symmetry in bimanual mode;

the mapping symmetry is improved at the elbow flexion θ4 for the healthy subjects

but not for the stroke subjects. It is possible that the symmetry effects of inter-

arm coupling are task-dependent: in this reaching experiment, the subjects are asked

to reach forward to touch the targets, which demands more movement in terms of

the shoulder flexion θ2 and elbow flexion θ4 than at the shoulder abduction θ1 and

rotation θ3. In the unimanual mode, the two arms have more similar individual

control at the task-relevant joints; in bimanual mode, the similarity is emphasized

by the inter-arm coupling. Between the two task-relevant joints, the movements at

the shoulder flexion θ2 are simpler than those of the elbow flexion θ4 in the reaching-

forward task. Since controlling the elbow flexion in bimanual mode is challenging to

the stroke subjects, the effects of inter-arm coupling are overshadowed, resulting in

no significant improvement in mapping symmetry.
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7.3.2 On The Inter-mode Mappings

The comparisons between the inter-mode mappings reveal the contributions of the

two arms to movement symmetry. As shown in comparison C, there is no signifi-

cant difference between the inter-modes mappings of the dominant and non-dominant

arms. However, comparing the linearity of the joints, the inter-mode mapping of the

dominant arm deviates further from ideal symmetry than the non-dominant arm.

Note that the inter-mode mapping indicates the deviation of bimanual movements

from unimanual movements of the same arm. Therefore the dominant arm, which

has higher motor function than the non-dominant arm, is more affected by inter-arm

coupling and contributes more to the inter-arm mapping symmetry. For the stroke

subjects, comparison B shows that the two arms have improved symmetry at the

shoulder flexion θ2 in bimanual mode. Comparison D further shows that the paretic

arm prefers to stick to its unimanual behavior, while the non-paretic arm changes sig-

nificantly in bimanual mode. The non-paretic arm exhibits increased motion range

and reducing posture at the shoulder flexion θ2, thus it contributes more to the im-

proved inter-arm mapping symmetry. The inter-mode mapping at the elbow flexion

θ4 is more nonlinear for the non-paretic arm, which indicates a large deviation from

its unimanual behavior.

According to the multiple comparison among joints for mapping 8, it is worth

noting that the paretic arm has higher posture in bimanual mode than in unimanual

mode at the shoulder rotation θ3 and elbow flexion θ4. These changes do not result in

significant improvement in inter-arm mapping symmetry, yet they indicate that inter-

arm coupling has an effect on the abnormal behavior of the paretic arm. In comparison

D, the increased arm posture at the shoulder rotation θ3 is significantly larger in the

paretic arm than in the non-paretic arm (see Fig. 6.10c). At the same time, at the

shoulder flexion θ2, the paretic arm maintains its posture in bimanual mode, while

the non-paretic arm significantly reduces its posture (see Fig. 6.10b). For the paretic

arm, shoulder rotation θ3 increases in order to compensate for the limited motion

range in shoulder flexion θ2. Through inter-arm coupling, the paretic arm affects the

non-paretic arm by suppressing shoulder flexion and encouraging shoulder rotation.

It is hypothesized that for the stroke patients, the inter-arm coupling, although not

strong enough to improve the symmetry of the two arms, tries to synchronize the

movement tendency.
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7.3.3 On the Control of Task-Relevant and Task-Irrelevant

Joints

The results on the inter-arm and inter-mode mappings reveal the effects of inter-arm

coupling on task-relevant and task-irrelevant joints. In reaching-forward tasks, the

shoulder flexion θ2 and elbow flexion θ4 are more task-relevant than the other two

joints. Considering the increased inter-arm mapping symmetry at shoulder flexion θ2

and elbow flexion θ4 of the healthy subjects, it is hypothesized that as a motor control

constraint, inter-arm coupling affects the task-relevant joint(s) more strongly than it

affects the task-irrelevant joint(s). However, for two joints of the same task-relevance,

if the motion at one joint is more complicated that the other, the regulation effort

of inter-arm coupling may not result the same mapping symmetry and complexity.

Referring to the mapping plots of different joints (see Fig. 6.6), the elbow flexion

θ4 first increases and then decreases in reaching-forward movements, while the other

joints only increased. A more complicated motion at a joint implies higher control

complexity.

The mapping linearity and complexity depend on both the task-relevance and

the control complexity. The more task-relevant joints demand more control effort

which results in increased mapping symmetry. On the other hand, at joints with

higher control complexity, inter-arm coupling may not be able to fully synchronize

their movements. For instance, the low mapping complexity at the shoulder flexion

θ2 results from its high task-relevance and its low control complexity. On the other

hand, the mapping complexity at the elbow flexion θ4 (a task-relevant joint) is as high

as the shoulder rotation θ3 (a task-irrelevant joint), since the motion at the elbow

flexion θ4 is more complicated than the shoulder flexion θ2 in the reaching-forward

task and therefore demands more control effort.

7.3.4 On the Mapping Symmetry and Complexity Variables

To measure the similarity on the movements, we have proposed four mapping sym-

metry and complexity variables. The three mapping symmetry variables are based

on a linear regression of the mapping plot, while the mapping complexity is based

on a piecewise linear fitting. In the statistical analysis, the four variables capture

the effects of inter-arm coupling from different perspectives: the mapping symmetry

variables p1 and p2 represent the motion range in joint space and the average posture

respectively, while R2 and Nc indicate the total effect of the control effort and control
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complexity respectively. In general, R2 and Nc behave consistently. In comparisons

between healthy and stroke subjects, differences between R2 and Nc show that Nc

is more sensitive. Nc is more sensitive because it captures the significant changes in

the paretic arm with respect to the unimanual movement of the non-paretic arm (see

comparison I), which indicates the subtle but important inter-arm coupling effect,

i.e., the effect of a stroke on joint coordination. At task-relevant joints, inter-arm

coupling is strong enough to fight against the persistent individual planning of the

paretic arm. The non-paretic arm, which is more adaptive and therefore more sen-

sitive to the inter-arm coupling effect, is forced to behave like the paretic arm. At

task-irrelevant joints, the control effort from individual planning is not as much as at

task-relevant joints. As a result, the inter-arm coupling is overwhelmed such that it

is necessary to use a sensitive variable to measure the subtle improvement from the

bilateral training.

7.3.5 Efficacy of the Bilateral Training

What benefits can we get from bilateral training? According to comparison I, with re-

spect to the unimanual movements of the non-paretic arm, the the paretic arm raised

higher at shoulder flexion in bimanual mode than in the unimanual mode, which

indicates an increase in average posture. Furthermore, the mapping complexity is

increased at the shoulder rotation, which implies an effect on the abnormal joint co-

ordination. When the motion range at shoulder flexion is limited, the stroke patients

tend to increase the use of shoulder rotation, either due to voluntary compensation

or involuntary abnormal joint coordination. In stroke rehabilitation, the recovery

of healthy coordination among the joints requires encouraging task-relevant motions

and suppressing the movement at task-irrelevant joints, including involuntary joint

coupling and voluntary compensation. For joints with low control complexity, bilat-

eral training has perturbs the abnormal joint behavior at the task-irrelevant joint, in

addition to improving motor function at task-relevant joints.
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Chapter 8

Appendix I: The Rotational Axis

Approach for Resolving the

Kinematic Redundancy of the

Human Arm in Reaching

Movements

In this appendix we presents the study on a biological-based redundancy resolution for

arm posture prediction. Experiments performed on ten healthy subjects have shown

that when reaching from one point to another, the human arm rotates around an

axis going through the shoulder. The proposed redundancy resolution based on the

direction of the axis can predict the arm posture with a higher accuracy comparing to

a redundancy resolution that maximizes the motion efficiency. It is also shown that

for reaching movements in the comfortable arm motion range, the directions of the

axis are constrained by a linear model.

8.1 Redundancy Resolution: the rotational axis

method

Our proposed redundancy resolution focuses on reaching movements between two

points in a 3D workspace. It is based on the observation that during the reaching

movement, the arm plane (i.e., the plane formed by the positions of the shoulder, the

125



elbow and the wrist) rotates about an axis that going through the shoulder position.

Given the direction of the axis, the position of the elbow always falls on the plane

formed by the rotational axis and the wrist position.

In Fig. ??, v⃗′
e is the vector component of the rotational axis direction v⃗e perpen-

dicular to n⃗, i.e, the vector rejection of v⃗e from n⃗. Given that v⃗′
e is parallel with the

vector Pe − Pc, the swivel angle can be estimated as:

ϕ = arctan2(n⃗ · (v⃗′
e × u⃗), v⃗′

e · u⃗) (8.1)

8.2 The Equilibrium Posture of the Human Arm

While it is possible that the rotational axis varies depending on the region in which the

human arm performs a task, a good candidate for the rotational axis is the direction of

the equilibrium vector. It is known that when the human arm rest in the equilibrium

posture, the periarticular muscles are in the position of minimal muscle actuation.

In the equilibrium posture, a human arm with fractures of the shoulder and of the

upper arm can be rested in the position of immobilization for proper recovery. The

arm postures that are derived from the equilibrium arm posture may be naturally

preferred for redundancy resolution.

In Fig. 8.1a, the red arrow pointing from the center of the shoulder denotes the

axis the circumduction cone, which corresponds to the motion range of a healthy

human arm. When the upper arm is aligned in the direction of the red arrow, the

human arm is in the position of equilibrium of the periarticular muscles. As shown

in Fig. 8.1b, the equilibrium arm posture naturally directs the upper arm so that

the working hands lie in the sector of preferential accessibility and stay in the visual

control [225].

Fig. 8.1b illustrates that for the equilibrium posture the range of accessible points

in the task space overlaps with the stereoscopic visual range. This coincidence is

likely a result of interactions between morphology (e.g., structures and arrangements

of joint and muscles), actuation (e.g., the way that muscles actuate joints) and sensory

feedback (e.g., visual feedback) in evolutionary development. It strongly affects the

control strategies of human motor system, e.g., the way that human arm moves given

its kinematic redundancy.

The neutral body posture (NBP), including the direction of the equilibrium vec-
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(a)

Stereoscopic Visual Range

Total Visual Fields of Two Eyes

(b)

Figure 8.1: (a) Equilibrium posture directs the arm to its position of equilibrium of the
periarticular muscles, and (b) brings the working hands in the range of stereoscopic
visual control.

tor for the upper arm, has been experimentally investigated by NASA [222]. In the

microgravity condition, the estimated shoulder flexion is about 36◦ and the shoulder

abduction is about 50◦. As shown in Fig. 8.2, the angles of flexion α and abduction

β are measured from the projection of the equilibrium direction on the sagittal plane

and coronal plane, respectively. Studies in Skylab collected static measurements from

12 subjects. Due to a small sample size and possible imprecision, further investiga-

tion took the general anthropometric body measurements from all six STS-57 crew

members. The results showed that the NBP differed for different subjects within a

wide range.

8.3 Result of Data Analysis

This section analyzes the data collected from the point-to-point reaching movements

and confirms that when the human arm reach from one target to another, the plane of

the arm rotates about an axis. The direction of the rotational axis varies for reaching

movements between different targets, however it is constrained to a surface for the
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a
b

Sagittal plane Coronal plane

Figure 8.2: The direction of the rotational axis can be specified by the flexion angle
(α) and abduction angle (β). The direction of equilibrium posture of the upper arm
is a possible candidate for the direction of the rotational axis.

reaching movements within a comfortable motion range, where the subjects do not

need to stretch their arms to the joint limits to reach the targets. The rotational

axis will deviate from the constraining surface due to the blocking effect of the torso,

when the reaching movements are close to the boundary of the arm motion range.

Fig. 8.3 shows the statistics of the prediction error for all the valid trails (2680

out of 2800) conducted by ten subjects. The swivel angle prediction based on the

rotational axis method (RAM) and by the motion efficiency method (MEM) proposed

by [18] are calculated for comparison. The mean and standard deviations of the

prediction error are denoted by µRAM , µMEM , and σRAM , σMEM respectively.

Based on RAM, 79.59% of the trials have both µRAM ≤ 5◦ and σRAM ≤ 5◦. 3.92%

trials have either µRAM ≥ 10◦ or σRAM ≥ 10◦. Therefore, with respect to the mean

value and the variance, RAM predictions outperform MEM predictions (see Fig. 8.3).

The direction of the axis can be estimated for each trial based on the measured

shoulder, elbow and wrist position.

Figures 8.4 and 8.5 shows the estimated direction of the rotational axis in each

of the movements. The vector of the rotational axis always points from the shoulder

position and its direction is measured by the abduction and flexion angles. The

yellow dots represent the estimated directions of the rotational axis for each trial.

Some of the yellow dots are highlighted by either green circles or magenta circles,

corresponding to the movements between target 1, 2, 3, 5 and 7, and the movements

between target 4, 6 and 8, respectively. As shown in Fig. 8.6 for the right arm, target

1, 2, 3, 5, 7 are within the comfortable arm motion range while target 4, 6, and 8 are

close to the motion range boundary.

A linear data fit is performed to summarize the relation between the abduction and
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(a) Rotational axis method.
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(c) Motion efficiency method.
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(d) Motion efficiency method.

Figure 8.3: Performance comparison of two swivel angle estimation methods by the
distributions of the mean and standard deviation of estimation error.

flexion of a rotational axis (see Fig. 8.4). The regression method iteratively re-weights

least squares with the bi-square weighting function so that the effect of outliers can

be reduced [226]. The line describes a surface constraining the rotational axis when

the right arm moves within the comfortable motion range. For the movements close

to the boundary of arm motion range (i.e., between target 4, 6 and 8), the estimated

directions of the rotational axis strongly deviate from the line. The blue dot in Fig. 8.4

represents the direction of the equilibrium vector measured in microgravity condition

by NASA [222]. It is close to our linear relation and therefore is one possible directions

of the rotational axis when the arm moves between the targets in the comfortable

motion range.
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(f) Subject 6.

Figure 8.4: The directions of the rotational axis are estimated for each valid trial. A
linear regression model describes the surface that constrains the axis direction when
the right arm moves in its comfortable motion range.
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(d) Subject 10.

Figure 8.5: Continue Fig. 8.4.
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Figure 8.6: Targets in the reaching movement experiment. For the right arm, target
1, 2, 3, 5, 7 (in green circles) are within the comfortable arm motion range while
target 4, 6, and 8 (in magenta circles) are close to the motion range boundary
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Chapter 9

Appendix II: the Maximum

Entropy Principle and the

Exponential Method for Criterion

Synthesization

The entropy H(k) of the discrete probability distribution pi(k) (i = 1, 2, · · · , N) at

the time step k is:

H(k) =
N∑
i=1

pi(k) ln pi(k) (9.1)

The distribution satisfies the constraint

N∑
i=1

pi(k) = 1 (9.2)

Furthermore, based on the observed quantities, the variance of the distribution

should be equal to the experimentally observed variance, that is:

N∑
i=1

ε2i (k)pi(k) = σ̂2 (9.3)

According to the maximum entropy principle [223], the least informative prior

133



distribution is defined by the set of values pi(k) that maximize the entropy (Eq. (9.1))

under the above two constraints. This maximization problem can be solved using

Lagrange multipliers λ1 and λ2 as an unconstrained maximization problem of the

cost function J :

J =

N∑
i=1

pi(k) ln pi(k)− λ1

(
N∑
i=1

ε2i (k)pi(k)− σ̂2

)

− λ2

(
N∑
i=1

pi(k)− 1

)
(9.4)

The maximum is defined by ∂J/pi(k) = 0 for i = 1, ...N and ∂J/λj(k) = 0 for

j = 1, 2, which yields:

ln pi(k) + 1− λ1ε
2
i (k)− λ2 = 0 (9.5)

and the resulted probability pi(k) is computed as:

pi(k) = exp(−1 + λ1ε
2
i (k) + λ2) = c0 · exp(λ1ε

2
i (k)) (9.6)

According to the constraint on the sum of the probability, the probability pi(k)

needs to be normalized as Eq. (9.7) such that the constant c0 can be canceled.

p
′
i(k) =

exp(λ1ε
2
i (k))∑N

i=1 exp(λ1ε2i (k))
(9.7)

Given the prediction error based on the criterion i (i = 1, 2, ...N), λ1 is a com-

mon property of p(ε2i |i), which is the the probability density function of ε2i . These

probability density functions satisfy

∫ ∞

0
p(ε2i |i)d(ε2i ) = 1 (9.8)

such that: (1) p(ε2i |i) is the exponential distribution and (2) it is independent of the

criterion and therefore is the same for all i. Since λ1 = −1/σ2
1, we can set σ2

1 = σ̂2 to

obtain:
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p(ε2i |i) =
1

σ̂2
exp

(
− ε2i
σ̂2

)
(9.9)
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Chapter 10

Appendix III: Manipulability

Analysis of Multi-link

Manipulators

This chapter presents preliminary work on the kinematical redundancy resolution of

human arm movements. By simplification, biological arms are modeled as three-link

redundant manipulators with various link-lengthes and joint limits. The configu-

rations of the three-link manipulators are classified into four families, which shares

the same forward kinematics and process different inverse kinematics. The redun-

dancy resolution for the three-link manipulator in planar task are conducted based

on pseudo-inverse method, which implicitly minimize the norm of joint velocity vec-

tor. Preparing for the redundancy resolution based on optimization of manipulability,

this preliminary work studies the Jacobian matrix for two-link, three-link and four-

link manipulator. Manipulability indices such as condition number, isotropy and

determinant of Jacobian are derived analytically. Simulations are conducted to find

the joint space profile for best manipulability performance, measured by condition

number and determinant of Jacobian.

10.1 Three-link Manipulator for Planar Task

A three-link manipulator for planar task can serve as a simplified model in the prim-

itive study of the kinematics of a biological arm.

Fig. 10.1a shows a three-link manipulator on x-y plane, with parameters as: (1)
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Figure 10.1: Modeling by simplification: from human arm to redundant manipula-
tor. Left - Human arm with 7 or more DOFs, for spatial task; Right - Kinematical
redundant manipulator with 3 DOFs for planar task.

Li is length of the link i, (2) θi is the angular displacement of the Framei relative to

the Framei−1. (x, y) is The position of the end-effector of the three-link mechanism.

The position of the origin is (0, 0).

10.1.1 Families of Configurations
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Figure 10.2: Families of configurations.

The three-link manipulator in Fig. 10.1a has a planar workspace and therefore

it has one degree of redundancy. Its end effector can reach any point WITHIN the

workspace with multiple orientations. In other words, more than one manipulator
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configurations, denoted by the vector q = [θ1, θ2, θ3]
T , map to the same (x, y) location

in task space. By the range of joint angles, the manipulator configurations can be

grouped in the families illustrated in Fig. 10.2.

Given that 0 ≤ θ1 ≤ π
2
, θ2 and θ3 can take either positive values [0, π] or nega-

tive values [−π, 0] , which leads to four possible families of configurations shown in

Fig. 10.2. By symmetry, these four families also exist for −π ≤ θ1 ≤ 0. Table lists

the details of each family of configurations. Note that manipulator configurations in

Family 4 is not used in practice.

Families Range of joint angles, θ1 ∈
[0, π

2 ], θ2 ∈ [−π, π], θ3 ∈
[−π, π]

Available in
practice

Family 1 (Fig. 10.2.A ) θ1 > 0, θ2 > 0, θ3 > 0 yes
Family 2 (Fig. 10.2.B ) θ1 > 0, θ2 > 0, θ3 < 0 yes
Family 3 (Fig. 10.2.C ) θ1 > 0, θ2 < 0, θ3 > 0 yes
Family 4 (Fig. 10.2.D ) θ1 > 0, θ2 < 0, θ3 < 0 no

Table 10.1: Joint angle ranges for each family of configurations

Section 10.1.2 will derive the direct kinematics for all the four families of configu-

rations with two approaches, while Section 10.1.3 will resolve the inverse kinematics

for each of the four families of configurations.

10.1.2 Direct Kinematics

This section will derive the direct kinematics for all the families of configurations
with two methods. The transformation that relates the frame of the end-effector (i.e.
Frame4) and the base frame (i.e. Frame0) in the three-link manipulator is as:

4
0T =1

0 T2
1T

3
2T

4
3T (10.1)

1
0T =

cosθ1 −sinθ1 0

sinθ1 cosθ1 0

0 0 1

 (10.2)

2
1T =

cosθ2 −sinθ2 L1

sinθ2 cosθ2 0

0 0 1

 (10.3)
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3
2T =

cosθ3 −sinθ3 L2

sinθ3 cosθ3 0

0 0 1

 (10.4)

4
3T =

1 0 L3

0 1 0

0 0 1

 (10.5)

4
0T =4

0 T(θ1, θ2, θ3) =

c123 −s123 L1c1 + L2c12 + L3c123

s123 c123 L1s1 + L2s12 + L3s123

0 0 1

 (10.6)

which uses the shorthand notation for trigonometric function, e.g. c12 = cos(θ1+ θ2).

x

y

1

 =4
0 T

0

0

1

 (10.7)

Hence, the direct kinematics of the three-link manipulator can be expressed as:

x = L1cosθ1 + L2cos(θ1 + θ2) + L3cos(θ1 + θ2 + θ3) (10.8)

y = L1sinθ1 + L2sin(θ1 + θ2) + L3sin(θ1 + θ2 + θ3) (10.9)

Another way of deriving the direct kinematics of the three-link manipulator is to

use vector addition. Define the vector corresponding to link i to be ri as Fig. 10.3,

we have:

• For link 1:

r1 = L1[cosθ1, sinθ1] (10.10)

• For link 2:

r2 = L2[cos(θ1 + θ2), sin(θ1 + θ2)] (10.11)

• For link 3:

r3 = L3[cos(θ1 + θ2 + θ3), sin(θ1 + θ2 + θ3)] (10.12)
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Figure 10.3: Three-link mechanism.

Thus, the position of the end-effector (x, y) is derived as:

x = L1cosθ1 + L2cos(θ1 + θ2) + L3cos(θ1 + θ2 + θ3) (10.13)

y = L1sinθ1 + L2sin(θ1 + θ2) + L3sin(θ1 + θ2 + θ3) (10.14)

10.1.3 Inverse Kinematics for different families of configura-

tions

This section will resolve the inverse kinematics for different families of configurations

via geometric approach. For simplicity, assume that L1 = L2 = L3 = l/3

Availability of solutions

Given a point on the plane, the inverse kinematics of the given three-link manipulator

may have no solution, unique solution and infinite number of solutions. As shown in

Fig. 10.4, the workspace of the three-link manipulator forms a circle, with the radius

R as sum of all the link length, i.e. R = L1 + L2 + L3. For any point within the

workspace, the inverse kinematics of the manipulator has infinite numbers of solutions.

When the manipulator is fully extended to reach the boundary of the workspace, the
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Figure 10.4: Availability of redundancy resolution for a three-link manipulator.

inverse kinematics has unique solution at singularity configuration. Points out of the

workspace are not reachable for the manipulator. Therefore, no solutions available

for the inverse kinematics of the given manipulator.

The availability of the solutions can be tested by comparing distance between

target point and the origin of the manipulator DIS with the total link length R.

Given the point (x, y) in task space coordinates, the DIS − R can be positive, zero

or negative, which corresponds to different availability of inverse kinematic solutions

Eq. (10.15).

DIS −R =
√

x2 + y2 − (L1 + L2 + L3)


> 0 no solutions

= 0 unique solutions

< 0 inifinite number of solutions

(10.15)

For that case of infinite number of solutions, the inverse kinematics of the redun-

dant manipulator can be represented choosing one of the joint angle as free variable.

Note that given the range of θ2 and θ3, the solution of the inverse kinematics, if there

is any, can be uniquely represented using the free variable θ1. The representation of

solutions exists only if the desired end-effector position (x, y) falls into the circle with

the origin at the end of link 1 (x1, y1) and the radius of r = L2+L3 (Fig. 10.5). There-

fore, the availability of representation of solutions can be found out by comparing r

with the distance between target position and the end of link 1 (as Eq. (10.16)).

141



y

x

(x,y)

(x ,y )1 1

(x ,y )2 2

O(0,0)

Figure 10.5: Availability of redundancy resolution for a three-link manipulator, choos-
ing θ1 as free variable.

dis− r =
√

(x− x1)2 + (y − y1)2 − (L2 + L3)


> 0 no solutions

= 0 unique representation at sigularity

< 0 unique representation

(10.16)

Section 10.1.3 to Section 10.1.3 will resolve the inverse kinematics analytically,

choosing joint angle θ1 as the free variable. The resolution proceeds after testing the

availability of the unique representation of solutions with Eq. (10.16).

Family 1

y

x

q1

q2

q3

(x,y) g

f1

f2

Figure 10.6: Family 1: θ1 > 0,θ2 > 0,θ3 > 0.

Assume that unique representation of solutions of inverse kinematics exist and the
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configuration fall into Family 1. Choosing θ1 as free variable, the position of the end
of link 1 can be represented as:

x1 = L1cosθ1 (10.17)

y1 = L1sinθ1 (10.18)

Given 0 ≤ θ3 ≤ 180◦, θ3 can be resolved as:

cosγ =
L2

2 + L3
2 − (x− x1)2 − (y − y1)2

2L2L3
(10.19)

sinγ =
√

1− cos2γ (10.20)

γ = Atan2(sinγ, cosγ) (10.21)

θ3 = 180◦ − γ (10.22)

Given 0 ≤ θ2 ≤ 180◦, configurations in Family 1 have 0 ≤ ϕ1 ≤ 180◦ and 0 ≤
ϕ2 ≤ 180◦. Thus, ϕ1 and ϕ2 can be resolved as: in Fig. 10.6

cosϕ1 =
L1

2 + (x− x1)2 + (y − y1)2 − x2 − y2

2L1[(x− x1)2 + (y − y1)2]
(10.23)

sinϕ1 =
√

1− cos2ϕ1 (10.24)

ϕ1 = Atan2(sinϕ1, cosϕ1) (10.25)

cosϕ2 =
(x− x1)2 + (y − y1)2 + L2

2 − L3
2

2L2[(x− x1)2 + (y − y1)2]
(10.26)

sinϕ2 =
√

1− cos2ϕ2 (10.27)

ϕ2 = Atan2(sinϕ2, cosϕ2) (10.28)

which leads to:

θ2 = 180◦ − (ϕ1 + ϕ2) (10.29)

Family 2

For Family 2 as Fig. 10.7, after determining (x1, y1) by Equations (10.17) to (10.18),
γ can be resolved as Equations (10.19) to (10.21), which results in θ3 as Eq. (10.30).
Given that 0 ≤ ϕ1 ≤ 180◦ and 0 ≤ ϕ2 ≤ 180◦, ϕ1 and ϕ2 can be resolved by
Equations (10.23) to (10.28). Note that −180◦ ≤ θ2 ≤ 0, which leads to θ2 as:

θ3 = −(180◦ − γ) (10.30)

θ2 = 180◦ − (ϕ1 − ϕ2) (10.31)
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Figure 10.7: Family 1: θ1 > 0,θ2 < 0,θ3 > 0.
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Figure 10.8: Family 1: θ1 > 0,θ2 > 0,θ3 < 0.

For Family 3 as Fig. 10.8, after determining (x1, y1) by Equations (10.17) to (10.18),
θ3 can be resolved as Equations (10.19) to (10.22). Resolve ϕ1 and ϕ2 by Equa-
tions (10.23) to (10.28). θ2 can be found as Eq. (10.32).

θ2 = −[(ϕ1 + ϕ2)− 180◦] = 180◦ − (ϕ1 + ϕ2) (10.32)

Note that Family 3 are using the same computational algorithm as Family 1, for

different angle ranges.

10.2 Redundancy Resolution by Pseudo-inverse

10.2.1 Jacobian Matrix

Redundancy resolution at velocity level intends to find the relation between joint

space and task space constrained by
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ẋ = J(θ)θ̇ (10.33)

Jacobian matrix, also called task Jacobian matrix or analytical Jacobian, repre-
sents the linear mapping of the joint space velocities into the task space velocities
[227]. Given the joint space velocities as q̇ = (θ̇1, θ̇2, θ̇3) and the space velocities as
ẋ = (ẋ, ẏ)T , this mapping can be represented as:

ẋ =

(
ẋ

ẏ

)
= Jq̇ = J

θ̇1

θ̇2

θ̇3

 (10.34)

Given the dimension of ẋ as m and the dimension of q̇ as n, the Jacobian matrix

is a m × n matrix. Thus, the Jacobian matrix here is as eqeq:Jacobian, with m = 2

and n = 3.

Jm×n = J2×3 =

[
−L1s1 − L2s12 − L3s123 −L2s12 − L3s123 −L3s123

L1s1 + L2c12 + L3c123 L2c12 + L3c123 L3c123

]
(10.35)

10.2.2 Singular Value Decomposition of the Jacobian Matrix

According to the singular value decomposition (SVD) theory, for any m × n matrix
J of rank r, there exists orthogonal matrices Um×m and Vn×n such that:

J
m×n

= U
m×m

Σ
m×n

VT
n×n

=
[
U1

m×r
U2

m×(m−r)

] Σ1
r×r

0
r×(n−r)

0
(m−r)×r

0
(m−r)×(n−r)

 VT
1
r×n

VT
2
(n−r)×n

 (10.36)

In Eq. (10.36) [227],

• The row vectors in VT
1r×n

, i.e. vT1 ,v
T
2 ,· · · ,vTr are the orthogonal basis for the

subspace of q̇ that generate non-zero task space velocities.

• The row vectors in VT
2
(n−r)×n

, i.e. vTr+1,v
T
r+2,· · · ,vTn are the orthogonal basis for

the subspace of q̇ that gives task space Ẋ = 0. It corresponds the null space of

J, denoted by ℵ(J).

• The column vectors in UT
1m×r

, i.e. u1,u2,· · · ,ur are the orthogonal basis for

the subspace of achievable task space velocity Ẋ. It corresponds the range of

J, denoted by ℜ(J).
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• The column vectors in U2
m×(m−r)

, i.e. ur+1,ur+2,· · · ,um are the orthogonal basis

for the subspace of task space velocities Ẋ that can not be generated by the

robots. It corresponds the complement of the range space J, denoted by ℜ(J)⊥.

• The diagonal elements of Σ1r×r
, i.e. σ1,σ2,· · · ,σr are the velocity transmission

ratio from the joint space to the task space.
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Figure 10.9: Velocity Mapping from Joint Space to Task Space, by Jacobian Matrix.

Indeed, the velocity mapping from joint space to task space by Jacobian matrix

can be represented as Fig. 10.9. Given that (Eq. (10.37))

J
m×n

= UΣVT =
r∑

i=1

σiuiv
T
i (10.37)

The mapping procedure can be interpreted as following steps:

• Compute coefficients of joint space velocity q̇ along the directions of vT1 ,v
T
2 ,· · · ,vTr .

• Scale the computed coefficients of joint space velocity by σi.

• Reconstitute the task space velocity along the directions of u1,u2,· · · ,ur

10.2.3 Null Space of Jacobian Matrix

The null space of J can be defined as the columns of (I− J†J).

For J as Eq. (10.35), the transpose of J, denoted by JT is:

JT
n×m = JT

3×2 =

−L1s1 − L2s12 − L3s123 L1s1 + L2c12 + L3c123

−L2s12 − L3s123 L2c12 + L3c123

−L3s123 L3c123

 (10.38)

Since J is fat (i.e. m < n), use JJT to find eigen-values λi and eigen-vectors of vi:

JJT =

[
J11 J12

J21 J22

]
(10.39)
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where:

J11 = (−L1s1 − L2s12 − L3 × s123)
2

+ (−L2s12 − L3s123)
2

+ (L3s123)
2

= L2
1s

2
1 + L2

2s
2
12 + L2

3s
2
123 + 2L1L2s1s12 + 2L2L3s12s123 + 2L1L3s1s123

+ L2
2s

2
12 + L2

3s
2
123 + 2L2L3s12s123

+ L2
3s

2
123 (10.40)

J12 = J21 = (−L1s1 − L2s12 − L3s123)(L1c1 + L2c12 + L3c123)

+ (−L2s12 − L3s123)(L2c12 + L3c123)

− L2
3s123c123

= −L2
1s1c1 − L2

2s12c12 − L2
3s123c123

− (L1L2s1c12 + L2L1s12c1)

− (L1L3s1c123 + L3L1s123c1)− (L2L3s12c123 + L3L2s123c12)

− L2
2s12c12 − L2

3s123c123 − (L2L3s12c123 + L3L2s123c12)

− L2
3s123c123 (10.41)

J22 = (L1c1 + L2c12 + L3c123)
2

+ (L2c12 + L3c123)
2

+ L2
3c

2
123

= L2
1c

2
1 + L2

2c
2
12 + L2

3c
2
123 + 2L1L2c1c12 + 2L2L3c12c123 + 2L1L3c1c123

+ L2
2c

2
12 + L2

3c
2
123 + 2L2L3c12c123

+ L2
3c

2
123 (10.42)

(10.43)

For simplicity, let L1 = L2 = L3 = 1/3, then:

J11 =
1

9
[s21 + s212 + s2123 + 2s1s12 + 2s12s123 + 2s1s123

+ s212 + s2123 + 2s12s123

+ s2123] (10.44)

J12 = J21 = −
1

9
[s1c1 + s12c12 + s123c123

+ (s1c12 + s12c1) + (s1c123 + s123c1) + (s12c123 + s123c12)

+ s12c12 + s123c123 + (s12c123 + s123c12)

− s123c123] (10.45)
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J22 =
1

9
[c21 + c212 + c2123 + 2c1c12 + 2c12c123 + 2c1c123

+ c212 + c2123 + 2c12c123

+ c2123] (10.46)

(10.47)

Thus, (JJT )−1 is:

(JJT )−1 =
1

J11J22 − J12J21

[
J22 −J21

−J12 J11

]
(10.48)

where:

J11J22 − J12J21

= 2s2123c1c12 + 2s12s123c
2
1 + 2s1s12c

2
123 + 2s21c12c123

− 2s1s12c1c12 − 2s1s12c1c123 − 2s1s123c1c12

− 4s1s123c1c123 − 2s1s123c12c123 − 2s12s123c1c123 − 4s12s123c12c123

+ s21c
2
12 + 2s21c

2
123 + s212c

2
1 + 2s212c

2
123 + 2s2123c

2
1 + 2s2123c

2
12 (10.49)

Therefore, the pseudo-inverse (J†) is:

J†
n×m = J†

3×2 = JT (JJT )−1 =
1

J11J22 − J12J21

J
†
11 J†

12

J†
21 J†

22

J†
31 J†

32

 (10.50)

where:

J†
11 = −2s1c12c123 + s123c1c12 + s12c1c12 + s12c1c123

+ 2s123c1c123 + s123c12c123 − s1c
2
12 − 2s1c

2
123 − s12c

2
123 (10.51)

J†
12 = 2s12s123c1 − s1s12c12 − s1s12c123 − s1s123c12

− 2s1s123c123 − s12s123c123 + s212c1 + 2s2123c1 + s2123c12 (10.52)

J†
21 = 2s1c12c123 − s123c1c12 − s12c1c12 − s12c1c123

+ s1c1c12 − s123c1c123 + s1c1c123 + s123c12c123

+ s1c
2
12 + s1c

2
123 − s12c

2
1 − s12c

2
123 − s123c

2
1 (10.53)
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J†
22 = −2s12s123c1 − s1s12c1 + s1s12c12 + s1s12c123

− s1s123c1 + s1s123c12 + s1s123c123 − s12s123c123

+ s21c12 + s21c123 − s212c1 − s2123c1 + s2123c12 (10.54)

J†
31 = −s123c

2
1 − 2s123c1c12 − s123c1c123 − 2s123c

2
12 − 2s123c12c123

+ s1c1c123 + s1c12c123 + s1c
2
123 + s12c1c123 + 2s12c12c123 + 2s12c

2
123 (10.55)

J†
32 = −s1s123c1 − s1s123c12 + s1s123c123 − s12s123c1 − 2s12s123c12

+ 2s12s123c123 − s2123c1 − 2s2123c12 + s21c123 + 2s1s12c123 + 2s212c123 (10.56)

The null space of J can be defined as the columns of (I− J†J), in which:

(J†J)n×n = (J†J)3×3 =

a11 a12 a13

a21 a22 a23

a31 a32 a33

 (10.57)

Specifically,

a11 = 2s21c12c123 + 2s1s12c
2
123 + 2s2123c1c12 + 2s12s123c

2
1

− 2s1s12c1c12 − 2s1s12c1c123 − 2s1s123c1c12 − 4s1s123c1c123

− 2s1s123c12c123 − 2s12s123c1c123 − 2s12s123c12c123

+ s21c
2
12 + 2s21c

2
123 + s212c

2
1 + s212c

2
123 + 2s2123c

2
1 + s2123c

2
12 (10.58)

a12 = s1s12c
2
123 + s2123c1c12 − s1s123c12c123 − s12s123c1c123

− 2s12s123c12c123 + s212c
2
123 + s2123c

2
12 (10.59)

a13 = s1s123c
2
12 + s212c1c123 − s1s12c

2
123 − s2123c1c12 − s1s12c12c123

+ s1s123c12c123 − s12s123c1c12 + s12s123c1c123 (10.60)

a21 = s1s12c
2
123 + s2123c1c12 − s1s123c12c123 − s12s123c1c123

− 2s12s123c12c123 + s212c
2
123 + s2123c

2
12 (10.61)
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a22 = 2s21c12c123 + 2s12s123c
2
1 − 2s1s12c1c12 − 2s1s12c1c123

− 2s1s123c1c12 − 2s1s123c1c123 − 2s12s123c12c123 + s21c
2
12

+ s21c
2
123 + s212c

2
1 + s212c

2
123 + s2123c

2
1 + s2123c

2
12 (10.62)

a23 = s21c12c123 − s1s123c
2
12 − s212c1c123 + s1s12c

2
123

+ s2123c1c12 + s12s123c
2
1 − s1s12c1c123 + s1s12c12c123

− s1s123c1c12 − 2s1s123c1c123 − s1s123c12c123

+ s12s123c1c12 − s12s123c1c123 + s21c
2
123 + s2123c

2
1] (10.63)

a31 = s1s123c
2
12 + s212c1c123 − s1s12c

2
123 − s2123c1c12

− s1s12c12c123 + s1s123c12c123 − s12s123c1c12 + s12s123c1c123 (10.64)

a32 = s21c12c123 − s1s123c
2
12 − s212c1c123 + s1s12c

2
123

+ s2123c1c12 + s12s123c
2
1 − s1s12c1c123 + s1s12c12c123

− s1s123c1c12 − 2s1s123c1c123 − s1s123c12c123 + s12s123c1c12

− s12s123c1c123 + s21c
2
123 + s2123c

2
1 (10.65)

a33 = s2123c
2
1 + 2s2123c1c12 + 2s2123c

2
12 − 2s1s123c1c123

− 2s1s123c12c123 − 2s12s123c1c123 − 4s12s123c12c123

+ s21c
2
123 + 2s1s12c

2
123 + 2s212c

2
123 (10.66)

10.2.4 Pseudo-inverse of Jacobian

The Jacobian matrix of a redundant manipulators is not square and therefore have to
be inverted by pseudo-inverse. By definition, the pseudo-inverse of Jacobian matrix
J , denoted by J†, should satisfy the following following properties:

JJ†J = J (10.67)

J†JJ† = J† (10.68)

(JJ†)T = JJ† (10.69)

(J†J)T = J†J (10.70)
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Which correspond to the properties of the inverse a square matrix A as:

JJ−1J = J (10.71)

J−1JJ−1 = J−1 (10.72)

(JJ−1)T = JJ−1 (10.73)

(J−1J)T = J−1J (10.74)

In addition, the pseudo-inverse J† should two more condition to satisfy, which are:

(J†)† = J (10.75)

(JT )† = (J†)T (10.76)

The computation of pseudo-inverse of a Jacobian matrix J†
n×m varies depends on

the structure of Jm×n.

J†
n×m =


JT (JJT )−1 m < n

J−1 m = n

(JJT )−1JT m > n

(10.77)

Note that with m < n, J is a fat matrix; with m > n, J is a skinny matrix.

By applying pseudo-inverse to Jacobian matrix, a unique solution to the inverse

kinematics of a redundant manipulator can be determined as ”least-norm solution”.

The least-norm solution minimizes 1
2
θ̇T θ̇.

This section intends to study the motion of a redundant manipulator moving along

a trajectory of a straight line segment with constant end-effector velocity.

Given the constant end-effector velocity, as well as the starting and ending point of

the trajectory, joint angle θ can be computed by integrating the joint angle velocities

θ̇ referring to time t. At each time step, a unique θ̇ can be determined by current

joint angle θ, according to the pseudo-inverse of Jacobian matrix.

y

x

q
1

q
2

q
3

x0

.

.

Set of q
0

x t

Figure 10.10: Many-to-one mapping from joint space to task space.
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In addition to the kinematic equation, the evolution of a linear algebraic system

also depends on the initial condition of the system. For a redundant manipulator, a

starting point in task space, denoted by x0, corresponds to a set of initial manipu-

lator configurations in joint space, each of which can be denoted by θ0 (Fig. 10.10).

Therefore, the motion of manipulator starting the end-effector from the will evolve

differently for different θ0 corresponding to the same x0, though the inverse kinematics

can be resolved uniquely by pseudo-inverse of Jacobian matrix.

The following section will find out all the manipulator configurations correspond-

ing to the same end-effector position in task space. In this way, a starting point in

task space can be mapped to the initial manipulator configurations in joint space.

After settling down the initial conditions, we can plot multiple trajectories in joint

space corresponding to the same trajectory in task space, along which the end-effector

moves with constant task space velocity.

10.2.5 Initial Condition in Joint Space

For a redundant manipulator, a end-effector position specified in task space corre-

sponds to multiple manipulator configurations in joint space. The manipulator con-

figurations corresponding the same end-effector position can be classified based on

their families.

• Family 1
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Figure 10.11: Family 1: mapping from joint space to task space
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• Family 2 Some of Family 2 configurations are shown as(Fig. 10.12). Note that

For Family 2, the end-effector can not reach all the points between [0, 1] along

y axis.
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Figure 10.12: Family 2: mapping from joint space to task space.

• Configurations of Family 3

Some of Family 3 configurations are shown as(Fig. 10.13). Note that For Fam-

ily 3, the end-effector can not reach all the points between [0, 1] along y axis.
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Figure 10.13: Family 3: mapping from joint space to task space.
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10.2.6 Trajectories in Joint Space and Task Space

As the joint angles of a manipulator evolving in the joint space, the end-effector will

render a unique trajectory in the task space. However, given the trajectory of the

end-effector in task space, the evolution of joint angle of a redundant manipulator

has many possible trajectories to follow. Assume that the inverse kinematics of the

redundant manipulator is resolved by the pseudo-inverse of the Jacobian matrix.

Therefore, the variation of the trajectories in joints space is due to the existence of

multiple manipulator configurations corresponding to the same point in task space.

y

x

(x ,y )t t

(x ,y )0 0

x = const

Starting point

Ending point

Figure 10.14: Problem setup: end-effector trajectory specified in task space.

This section studies the evolution of the joint angles of a redundant manipulator

in the joint space, given a deterministic end-effector trajectory in task space and a

specified moving velocity of the end-effector. As in Fig. 10.14, the end-effector of the

three-link manipulator will move along a segment on y axis with constant speed of

ẋ = [0, 1]T . Resolve the inverse kinematics by pseudo-inverse of Jacobian matrix as

Equations (10.50) and (10.56), the evolution of joint space velocity can ben found as

Eq. (10.78):

θ̇ = J†ẋ =
1

J11J22 − J12J21

J
†
11 J†

12

J†
21 J†

22

J†
31 J†

32

(0

1

)
=

1

J11J22 − J12J21

J
†
12

J†
22

J†
32

 (10.78)

Given a initial manipulator configuration θ0, the continuous-time evolution of the
joint angles θ from can be determined by:

θt = θ0 +

∫ t

0
θ̇dt (10.79)

In discrete-time, the evolution of the joint angles θ from can be approximated as:

θ(k + 1) = θ(k) + θ̇(k)∆T (10.80)
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where ∆T is the sampling time.

Simulations are conducted to demonstrate the evolutions of the joint angles in

discrete-time. Manipulator configurations from different families are chosen to be θ0.

Note that reachable ranges of the end-effector vary when the manipulator takes initial

configurations of different families. For each family of manipulator configurations, the

limitation of reachable ranges of the end-effector is due to the specified range of joint

angle in the family definition, in addition to the length limitation and the singularity.

The reachable ranges for different families are approximately found by simulations

(results in Table 10.2). For the convenience of comparison, further simulations will be

conducted along a trajectory within the common reachable range of all the families,

which is [0.4, 0.9] on y axis.

Families Range of joint angles Reachable range
(along y axis)

Family 1 (Fig. 10.2.A ) θ1 > 0, θ2 > 0, θ3 > 0 (0,1)
Family 2 (Fig. 10.2.B ) θ1 > 0, θ2 > 0, θ3 < 0 (0.3,1)
Family 3 (Fig. 10.2.C ) θ1 > 0, θ2 < 0, θ3 > 0 (0.3,1)

Table 10.2: Reachable ranges of the end-effector when the manipulator takes initial
configurations of different families.

For illustration, some of the initial manipulator in each family are shown in

Fig. 10.15:
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Figure 10.15: The initial manipulator conditions for different families.

• Joint space profile for Family 1 (Fig. 10.16)

• Joint space profile for Family 2 (Fig. 10.17)
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Figure 10.16: Joint space profile for Family 1.
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Figure 10.17: Joint space profile for Family 2.
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• Joint space profile for Family 3 (Fig. 10.18)
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Figure 10.18: Joint space profile for Family 3.

Fig. 10.19 gets together all the evolutions of joint angles from different families:

approximately, evolutions of Family 1 and Family 3 fall on the the same surface, while

evolutions of Family 2 fall onto another. It is possible that these two surfaces can

merge into a continuous one.
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Figure 10.19: Joint space profile for different families of manipulator configurations.
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10.2.7 Discussion on Pseudo-inverse Solution

Redundancy resolution by pseudo-inverse of Jacobian implicitly minimize the norm

of the joint space velocity, i.e., min(θ̇T θ̇). Consider the redundant manipulator as a

under-determined system, the pseudo-inverse intends to find the least square solution

of the system.

Under-determined linear System

An under-determined linear system can be defined as x = Ay, where A ∈ Rm×n is fat,

i.e. m < n. An under-determined linear system has more variables than equations,

which makes x under-specified, i,e, many choices of x can result in the same y.

Assume that A has full rank, for each y ∈ Rm, there is a solution set formed as

Eq. (10.81).

{x|Ax = y} = {xp + z|z ∈ N(A)} (10.81)

where xp ∈ Rm can be any particular solution that satisfies Axp = y, z ∈ Rn−m

can be any solution that makes Az = 0.

Least-norm Solution

An under-determined linear system can be optimized by minimizing ||x||2 = xTx

under the condition of Ax = y. The least-norm solution that resolves the optimization

problem can be derived via Lagrange multipliers. Define the Lagrange Multiplier L

as Eq. (10.82),

L(x, λ) = xTx+ λT (Ax− y) (10.82)

Therefore, the optimal conditions are:

∂L

∂x
= 2x+ATλ = 0 (10.83)

∂L

∂λ
= Ax− y = 0 (10.84)

From Eq. (10.83),
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x = −
ATλ

2
(10.85)

Substitute Eq. (10.85) into Eq. (10.84),

y = Ax =
−AATλ

2
(10.86)

which leads to:

λ = −2(AAT )−1y (10.87)

Substitute Eq. (10.87) into Eq. (10.85),

xln =
−AT (−2(AAT )−1y)

2
= AT (AAT )−1y (10.88)

x

x ln

z

{x|Ax=y}

N(A) ={z|Az=0}

Figure 10.20: Least-norm solution xln has smaller norm than any other solution.

Actually, the least-norm solution achieves the optimization by having zTxln = 0

given z = x−xln. Specifically, given any other solution x to Ax = y, with Axln = 0,

we have A(x− xln) = Az = 0. Therefore,

zTxln = (x− xln)
Txln

= (x− xln)
TAT (AAT )−1y

= [A(x− xln)]
T (AAT )−1y = 0 (10.89)

zTxln = 0 suggests that z ⊥ xln, which leads to:

∥∥∥x∥∥∥2 =
∥∥∥xln + x− xln

∥∥∥2 =
∥∥∥xln

∥∥∥2 +
∥∥∥x− xln

∥∥∥2 =
∥∥∥xln

∥∥∥2 +
∥∥∥z∥∥∥2 ≥

∥∥∥xln

∥∥∥2 (10.90)
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As Eq. (10.90) (illustrated in Fig. 10.20), xln has smaller norm than any other

solution. xln is the projection of 0 on solution set {x|Ax = y}. In other word,

xln ⊥ N(A).

Relate Least-norm Solution to Regularized Least-squares

The least-norm solution can be related to regularized least-square solution. Consider

the problem of optimizing an under-determined linear system with two objectives.

Define the two optimization objectives of J1 =
∥∥∥Ax− y

∥∥∥ and J2 =
∥∥∥x∥∥∥. The least-

norm solution will minimize J2 with J1 = 0. If the two optimization objectives are

integrated into weighted-sum objective J as Eq. (10.91) and therefore are minimized

as a whole,

J = J1 + µJ2 =
∥∥∥Ax− y

∥∥∥+ µ
∥∥∥x∥∥∥ (10.91)

The solution that minimizes J is xµ, as Eq. (10.92)

xµ = (ATA+ µI)−1ATy (10.92)

xµ → xln as µ → 0.

10.3 Redundancy Resolution by Optimizing Ma-

nipulability

Redundancy resolution by pseudo-inverse of Jacobian implicitly minimize the norm

of the joint space velocity. It is expected that the kinematical redundancy can be

resolved by optimizing other performance indices, such as manipulability. Among

the available manipulability performance indices, determinant of Jacobian and the

condition number are commonly used.

10.3.1 Analytical derivation of manipulability performance

indices

This section intends to analytically derive the manipulability performance indices,

respectively for two-link, three-link and four link robotic manipulator in planar task.
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Manipulability performance indices for two-link manipulator

For a two link manipulator with link length of L1 = L2 = 1, the Jacobian matrix is

J2×2 =

[
−s1 − s12 −s12

c1 + c12 c12

]
(10.93)

The transpose of Jacobian matrix is

JT
2×2 =

[
−s1 − s12 c1 + c12

−s12 c12

]
(10.94)

Thus,

JJT =

[
s21 + 2s1s12 + 2s212 −s1c1 − s1c12 − s12c1 − 2s12c12

−s1c1 − s1c12 − s12c1 − 2s12c12 c21 + 2c1c12 + 2c212

]
(10.95)

JTJ =

[
2 + 2s1s12 + 2c1c12 1 + s1s12 + c1c12

1 + s1s12 + c1c12 1

]
(10.96)

det(JTJ− λI) =

∣∣∣∣∣2 + 2s1s12 + 2c1c12 − λ 1 + s1s12 + c1c12

1 + s1s12 + c1c12 1− λ

∣∣∣∣∣
= −3λ− 2s1s12λ− 2c1c12λ+ λ2 + c212 + c21 − 2c21c

2
12 − 2c1c12s1s12

= λ2 − (3 + 2s1s12 + 2c1c12)λ+ c212(1− c21) + c21(1− c212)− 2c1c12s1s12

= λ2 − (3 + 2c2)λ+ c212s
2
1 + c21s

2
12 − 2c1c12s1s12

= λ2 − (3 + 2c2)λ+ (c12s1 − c1s12)
2

= λ2 − (3 + 2c2)λ+ s22 = 0 (10.97)

which leads to,

λ1,2 =
(3 + 2c2)±

√
(3 + 2c2)2 − 4s22

2

=
(3 + 2c2)±

√
9 + 12c2 + 4c22 − 4s22

2

=
(3 + 2c2)±

√
9 + 12c2 + 8c22 − 4

2

=
(3 + 2c2) +±

√
8c22 + 12c2 + 5

2

=
(3 + 2c2)±

√
8(c22 + 3/4c2)2 + 1/16

2
(10.98)
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Therefore, the eigenvalue of Jacobian is

Σm =

[
σ1 0

0 σ2

]
=

[√
λ1 0

0
√
λ2

]
(10.99)

Furthermore, the manipulability performance indices are derived for two-link ma-

nipulator with various link length. Consider a two link manipulator with total link

length of L1+L2 = l. Define the link length ratio k as k = L1

L2
. Hence, the link length

L1 and L2 can be expressed with the link length ratio k and total link length l as:

L1 =
kl

1 + k
(10.100)

L2 =
l

1 + k
(10.101)

(10.102)

The Jacobian matrix of the two link manipulator becomes:

J2×2 =

[
−L1s1 − L2s12 −L2s12

L1c1 + L2c12 L2c12

]

=
l

1 + k

[
−ks1 − s12 −s12

kc1 + c12 c12

]
(10.103)

JTJ =
l

1 + k

[
−ks1 − s12 kc1 + c12

−s12 c12

]
(10.104)

Thus,

JJT =
l2

(1 + k)2

[
k2s21 + 2ks1s12 + 2s212 −k2s1c1 − ks1c12 − ks12c1 − 2s12c12

−k2s1c1 − ks1c12 − ks12c1 − 2s12c12 k2c21 + 2kc1c12 + 2c212

]
(10.105)

JTJ =
l2

(1 + k)2

[
k2 + 1 + 2ks1s12 + 2kc1c12 ks1s12 + 1 + kc1c12

ks1s12 + 1 + kc1c12 1

]
(10.106)

Let

λ =
(1 + k)2

l2
λm (10.107)
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which leads to

λm =
l2

(1 + k)2
λ (10.108)

det(JTJ− λI)

=
l2

(1 + k)2

∣∣∣∣∣k2 + 1 + 2ks1s12 + 2kc1c12 − (1+k)2

l2
λm ks1s12 + kc1c12 + 1

ks1s12 + kc1c12 + 1 1− (1+k)2

l2
λm

∣∣∣∣∣
=

l2

(1 + k)2

∣∣∣∣∣k2 + 1 + 2ks1s12 + 2kc1c12 − λ ks1s12 + kc1c12 + 1

ks1s12 + kc1c12 + 1 1− λ

∣∣∣∣∣
=

l2

(1 + k)2
[−k2λ− 2ks1s12λ− 2λ− 2kc1c12λ+ λ2 + k2c212 + k2c21 − 2k2c21c

2
12 − 2k2s1s12c1c12]

=
l2

(1 + k)2
[λ2 − (k2 + 2ks1s12 + 2kc1c12 + 2)λ+ k2c212 + k2c21 − 2k2c21c

2
12 − 2k2s1s12c1c12]

=
l2

(1 + k)2
[λ2 − (k2 + 2kc2 + 2)λ+ k2c212(1− c21) + k2c21(1− c212)− 2k2s1s12c1c12]

=
l2

(1 + k)2
[λ2 − (k2 + 2kc2 + 2)λ+ k2c212s

2
1 + k2c21s

2
12 − 2k2s1s12c1c12]

=
l2

(1 + k)2
[λ2 − (k2 + 2kc2 + 2)λ+ k2(c212s

2
1 + c21s

2
12 − 2s1s12c1c12)]

=
l2

(1 + k)2
[λ2 − (k2 + 2kc2 + 2)λ+ k2(c12s1 − c1s12)

2]

=
l2

(1 + k)2
[λ2 − (k2 + 2kc2 + 2)λ+ k2s22] = 0

(10.109)

which leads to,

λ1,2 =
(k2 + 2kc2 + 2)±

√
(k2 + 2kc2 + 2)2 − 4k2s22

2

=
(k2 + 2kc2 + 2)±

√
k4 + 4k2c22 + 4 + 4k3c2 + 4k2 + 8kc2 − 4k2s22

2

=
(k2 + 2kc2 + 2)±

√
k4 + 4k2c22 + 4 + 4k3c2 + 8kc2 + 4k2c22

2

=
(k2 + 2kc2 + 2)±

√
k4 + 4k3c2 + 4k2c22 + 4k2c22 + 8kc2 + 4

2

=
(k2 + 2kc2 + 2)±

√
k2(k2 + 4kc2 + 4c22) + 4(k2c22 + 2kc2 + 1)

2

=
(k2 + 2kc2 + 2)±

√
k2(k + 2c2)2 + 4(kc2 + 1)2

2
(10.110)

As Eq. (10.110) shows, the Jacobian matrix can have two equal eigenvalues if and

only if
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k + 2c2 = 0 (10.111)

kc2 + 1 = 0 (10.112)

which implies:

−2c22 + 1 = 0 (10.113)

(10.114)

and therefore

k = −2c2 (10.115)

With k > 0, c2 = −
√
2
2

and k =
√
2. In this case,

λ1,2 =
k2 + 2kc2 + 2

2
=

2 + 2
√
2(−

√
2

2
) + 2

2
= 1 (10.116)

Hence,

λm =
l2

(1 + k)2
λ1,2 =

l2

(1 +
√
2)2

(10.117)

The corresponding eigenvalue matrix of Jacobian is:

Σm =

[
σm 0

0 σm

]
=

[√
λm 0

0
√
λm

]
=

l

1 +
√
2

[
1 0

0 1

]
(10.118)

When k =
√
2, the velocity ellipsoid becomes a circle, which implies the velocity

transmission of the two-link manipulator is uniform in all the direction.

According to the simulation result, we have the following sub-conclusions:

(1) The flattening of the velocity (force) ellipsoid depends on the manipulator

configuration (particularly the θ2 for two-link manipulator), as well as the link length

ratio k. Note that for an ellipsoid defined by

(x− xc)2

a2
+

(y − yc)2

b2
= 1 (10.119)

the flattening of an ellipsoid is

f =
a− b

a
(10.120)
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(2) For two-link manipulator, the velocity ellipsoid become a circle when k =
√
2.

In this case, the velocity transmission of the two-link manipulator is uniform in all

the direction.

Based on Eq. (10.107), the condition number of the two-link manipulator can be

analytically expressed as:

Cn =
λm1

λm2

=

l2

(1+k)2
λ1

l2

(1+k)2
λ2

=
λ1

λ2
(10.121)

With Eq. (10.110), Cn can be expressed as Eq. (10.122)

Cn =
λ1

λ2
=

(k2+2kc2+2)+
√

k2(k+2c2)2+4(kc2+1)2

2

(k2+2kc2+2)−
√

k2(k+2c2)2+4(kc2+1)2

2

=
(k2 + 2kc2 + 2) +

√
k2(k + 2c2)2 + 4(kc2 + 1)2

(k2 + 2kc2 + 2)−
√

k2(k + 2c2)2 + 4(kc2 + 1)2

= 1 +
2
√

k2(k + 2c2)2 + 4(kc2 + 1)2

(k2 + 2kc2 + 2)−
√

k2(k + 2c2)2 + 4(kc2 + 1)2
(10.122)

Manipulability performance indices for three-link manipulator

This section conducts analytical derivation of the manipulability performance indices

for three-link manipulator with various link length ratio.

Consider a three-link manipulator with total link length of L1 + L2 + L3 = l.

Define the link length ratios k1 as k1 =
L1

L3
, k2 as k2 =

L2

L3
. Hence, the link length L1,

L2 and L3 can be expressed with the link length ratio k1, k2 and total link length l

as:

L1 =
k1l

1 + k1 + k2
(10.123)

L2 =
k2l

1 + k1 + k2
(10.124)

L3 =
l

1 + k1 + k2
(10.125)

(10.126)

The Jacobian matrix is:

J2×3 =

[
−L1s1 − L2s12 − L3s123 −L2s12 − L3s123 −L3s123

L1c1 + L2c12 + L3c123 L2c12 + L3c123 L3c123

]

=
l

1 + k1 + k2

[
−k1s1 − k2s12 − s123 −k2s12 − s123 −s123

−k1c1 − k2c12 − c123 −k2c12 − c123 −c123

]
(10.127)
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JT
2×3 =

−L1s1 − L2s12 − L3s123 L1s1 + L2c12 + L3c123

−L2s12 − L3s123 L2c12 + L3c123

−L3s123 L3c123



=
l

1 + k1 + k2

−k1s1 − k2s12 − s123 −k1c1 − k2c12 − c123

−k2s12 − s123 −k2c12 − c123

−s123 −c123

 (10.128)

Thus,

JJT =
l2

(1 + k1 + k2)2

[
JJt11 JJt12

JJt21 JJt22

]
(10.129)

where,

JJt11 = k21 − k21c
2
1 + 2k1s1k2s12 + 2k1s1s123 + 2k22 − 2k22c

2
12 + 4k2s12s123 + 3− 3c2123

= k21s
2
1 + 2k1s1k2s12 + 2k1s1s123 + 2k22s

2
12 + 4k2s12s123 + 3s2123

JJt12 = JJt21 =

− k21s1c1 − k1s1k2c12 − k1s1c123 − k2s12k1c1

− 2k22s12c12 − 2k2s12c123 − s123k1c1 − 2s123k2c12 − 3s123c123

JJt22 = k21c
2
1 + 2k1c1k2c12 + 2k1c1c123 + 2k22c

2
12 + 4k2c12c123 + 3c2123 (10.130)

Let λ = (1+k1+k2)2

l2
λm, i.e.

λm =
l2

(1 + k1 + k2)2
λ (10.131)

det(JJT − λI)

=
l2

(1 + k1 + k2)2

∣∣∣∣∣JJt11 − (1+k1+k2)
2

l2
λm JJt12

JJt21 JJt22 − (1+k1+k2)
2

l2
λm

∣∣∣∣∣
=

l2

(1 + k1 + k2)2

∣∣∣∣∣JJt11 − λ JJt12

JJt21 JJt22 − λ

∣∣∣∣∣
= λ2

− [3 + 2k1s1k2s12 + 2k1c1k2c12 + k21 + 2k22 + 4k2s12s123 + 2k1c1c123 + 4k2c12c123 + 2k1s1s123]λ

− 2k21s1k2s12c1c123 − 2k21c
2
1k2c12c123 + 2k21c

2
1 + 2k22c

2
12 + 2k1c1k2c12

+ 2k21c
2
123 + 2k22c

2
123 + k21k

2
2c

2
12 − 4k21c

2
1c

2
123 + k22k

2
1c

2
1

− 4k22c
2
12c

2
123 + 2k21k2c12c123 − 2k21c

2
1k

2
2c

2
12 − 2k21s1k

2
2s12c1c12

+ 2k1s1k2s12c
2
123 − 2k21s1s123c1k2c12 − 4k21s1s123c1c123 − 2k1s1s123k2c12c123

+ 2k2s12s123k
2
1c

2
1 − 2k2s12s123k1c1c123 − 4k22s12s123c12c123 − 2c2123k1c1k2c12

(10.132)
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det(JJT − λI)

= λ2

− [3 + 2k1k2c2 + k21 + 2k22 + 4k2c3 + 2k1c23]λ

− 2k21k2s1s12c1c123 − 2k21k2c
2
1c12c123 + 2k21c

2
1 + 2k22c

2
12 + 2k1k2c1c12

+ 2k21c
2
123 − 4k21c

2
1c

2
123 + 2k22c

2
123 + k21k

2
2c

2
12 + k21k

2
2c

2
1

− 4k22c
2
12c

2
123 + 2k21k2c12c123 − 2k21k

2
2c

2
1c

2
12 − 2k21k

2
2s1s12c1c12

+ 2k1k2s1s12c
2
123 − 2k21k2s1s123c1c12 − 4k21s1s123c1c123 − 2k1k2s1s123c12c123

+ 2k21k2s12s123c
2
1 − 2k1k2s12s123c1c123 − 4k22s12s123c12c123 − 2k1k2c

2
123c1c12

(10.133)

= λ2

− [3 + 2k1k2c2 + k21 + 2k22 + 4k2c3 + 2k1c23]λ

+ 2k21c
2
1 + 2k21c

2
123 − 4k21c

2
1c

2
123 − 4k21s1s123c1c123

+ 2k22c
2
12 + 2k22c

2
123 − 4k22c

2
12c

2
123 − 4k22s12s123c12c123

+ k21k
2
2c

2
12 + k21k

2
2c

2
1 − 2k21k

2
2c

2
1c

2
12 − 2k21k

2
2s1s12c1c12

+ 2k1k2s1s12c
2
123 + (2k1k2c1c12 − 2k1k2c

2
123c1c12)− 2k1k2s1s123c12c123 − 2k1k2s12s123c1c123

+ 2k21k2s12s123c
2
1 + (2k21k2c12c123 − 2k21k2c

2
1c12c123)− 2k21k2s1s12c1c123 − 2k21k2s1s123c1c12

= λ2

− [3 + 2k1k2c2 + k21 + 2k22 + 4k2c3 + 2k1c23]λ

+ 2k21(c
2
1 + c2123 − 2c21c

2
123 − 2s1s123c1c123)

+ 2k22(c
2
12 + c2123 − 2c212c

2
123 − 2s12s123c12c123)

+ k21k
2
2(c

2
12 + c21 − 2c21c

2
12 − 2s1s12c1c12)

+ 2k1k2(s1s12c
2
123 + s2123c1c12 − s1s123c12c123 − s12s123c1c123)

+ 2k21k2(s12s123c
2
1 + s21c12c123 − s1s12c1c123 − s1s123c1c12)

(10.134)

Hence, Eq. (10.132) can be further simplified as:
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det(JJT − λI)

= λ2

− [3 + 2k1k2c2 + k21 + 2k22 + 4k2c3 + 2k1c23]λ

+ 2k21(c
2
1 − c21c

2
123 + c2123 − c21c

2
123 − 2s1s123c1c123)

+ 2k22(c
2
12 − c212c

2
123 + c2123 − c212c

2
123 − 2s12s123c12c123)

+ k21k
2
2(c

2
12 − c21c

2
12 + c21 − c21c

2
12 − 2s1s12c1c12)

+ 2k1k2[s1c123(s12c123 − s123c12) + c1s123(s123c12 − s12c123)]

+ 2k21k2[c1s12(s123c1 − s1c123) + s1c12(s1c123 − c1s123)]

= λ2

− [3 + 2k1k2c2 + k21 + 2k22 + 4k2c3 + 2k1c23]λ

+ 2k21(c
2
1s

2
123 + s21c

2
123 − 2s1s123c1c123)

+ 2k22(c
2
12s

2
123 + s212c

2
123 − 2s12s123c12c123)

+ k21k
2
2(s

2
1c

2
12 + c21s

2
12 − 2s1s12c1c12)

+ 2k1k2[−s1c123s3 + c1s123s3]

+ 2k21k2[c1s12s23 − s1c12s23]

(10.135)

det(JJT − λI)

= λ2

− [3 + 2k1k2c2 + k21 + 2k22 + 4k2c3 + 2k1c23]λ

+ 2k21(c1s123 − s1c123)
2

+ 2k22(c12s123 − s12c123)
2

+ k21k
2
2(s1c12 − c1s12)

2

+ 2k1k2(−s1c123 + c1s123)s3

+ 2k21k2(c1s12 − s1c12)s23

= λ2

− [3 + 2k1k2c2 + k21 + 2k22 + 4k2c3 + 2k1c23]λ

+ 2k21s
2
23 + 2k22s

2
3 + k21k

2
2s

2
2 + 2k1k2s23s3 + 2k21k2s2s23

= λ2

− [3 + 2k1k2c2 + k21 + 2k22 + 4k2c3 + 2k1c23]λ

+ (k21k
2
2s

2
2 + 2k21k2s2s23 + k21s

2
23) + (k21s

2
23 + 2k1k2s23s3 + k22s

2
3) + k22s

2
3

= λ2

− [3 + 2k1k2c2 + k21 + 2k22 + 4k2c3 + 2k1c23]λ

+ (k1k2s2 + k1s23)
2 + (k1s23 + k2s3)

2 + (k2s3)
2

(10.136)

Eq. (10.136) shows that the radius of the manipulability ellipsoids of a three-link
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manipulator are determined only by the configuration of θ2 and θ3, for given k1 and

k2.

Hence, the manipulability ωn can be calculated asEq. (10.138)

ω2
n = det(JJT ) =

l2

(1 + k1 + k2)2

∣∣∣∣∣JJt11 JJt12

JJt21 JJt22

∣∣∣∣∣
(10.137)

which equals to the terms without λ, in Eq. (10.132). Therefore,

ωn =
√

det(JJT ) =
l

(1 + k1 + k2)

√
(k1k2s2 + k1s23)2 + (k1s23 + k2s3)2 + (k2s3)2 (10.138)

The condition number can be analytically expressed as Cn = λ1

λ2
.

Manipulability performance indices for four-link manipulator

This section conducts analytical singular value decomposition for a four-link manipu-

lator on planar task, which will lead to the analytical representation of manipulability

performance indices.

Consider a four-link manipulator with total link length of L1 + L2 + L3 + L4 = l.

Define the link length ratio as k1 =
L1

L4
, k2 =

L2

L4
and k2 =

L3

L4
. Hence, the link lengthes

L1, L2, L3 can be expressed with the link length ratio k1, k2, k3 and total link length

l as:

L1 =
k1l

1 + k1 + k2 + k3
(10.139)

L2 =
k2l

1 + k1 + k2 + k3
(10.140)

L3 =
k3l

1 + k1 + k2 + k3
(10.141)

L4 =
l

1 + k1 + k2 + k3
(10.142)

(10.143)
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The Jacobian matrix is:

J2×4 =

[
−L1s1 − L2s12 − L3s123 − L4s1234 −L2s12 − L3s123 − L4s1234 −L3s123 − L4s1234 −L4s1234

L1c1 + L2c12 + L3c123 + L4c1234 L2c12 + L3c123 + L4c1234 L3c123 + L4c1234 L4c1234

]

=
l

1 + k1 + k2 + k3[
−k1s1 − k2s12 − k3s123 − s1234 −k2s12 − k3s123 − s1234 −k3s123 − s1234 −s1234

k1c1 + k2c12 + k3c123 + c1234 k2c12 + k3c123 + c1234 k3c123 + c1234 c1234

]
(10.144)

J2×3 =


−L1s1 − L2s12 − L3s123 − L4s1234 L1c1 + L2c12 + L3c123 + L4c1234

−L2s12 − L3s123 − L4s1234 L2c12 + L3c123 + L4c1234

−L3s123 − L4s1234 L3c123 + L4c1234

−L4s1234 L4c1234



=
l

1 + k1 + k2 + k3


−k1s1 − k2s12 − k3s123 − s1234 k1c1 + k2c12 + k3c123 + c1234

−k2s12 − k3s123 − s1234 k2c12 + k3c123 + c1234

−k3s123 − s1234 k3c123 + c1234

−s1234 c1234


(10.145)

Thus,

JJT =
l2

(1 + k1 + k2 + k3)2

[
JJt11 JJt12

JJt21 JJt22

]
(10.146)

where

JJt11 = k21s
2
1 + 2k1s1k2s12 + 2k1s1k3s123 + 2k1s1s1234

+ 2k22s
2
12 + 4k2s12k3s123 + 4k2s12s1234

+ 3k23s
2
123 + 6k3s123s1234

+ 4s21234

JJt12 = JJt21 =

− 3s1234k3c123 − s1234k1c1 − 3k3s123c1234 − 2k22s12c12 − 2s1234k2c12 − 3k23s123c123

− 2k2s12c1234 − k21s1c1 − k1s1k2c12 − k1s1k3c123 − k2s12k1c1 − 2k2s12k3c123

− k3s123k1c1 − 2k3s123k2c12 − k1s1c1234 − 4s1234c1234

JJt22 = k21c
2
1 + 2k1c1k2c12 + 2k1c1k3c123 + 2k1c1c1234

+ 2k22c
2
12 + 4k2c12k3c123 + 4k2c12c1234

+ 3k23c
2
123 + 6k3c123c1234

+ 4c21234

(10.147)

Let λ = (1+k1+k2+k3)2

l2
λm, i.e.
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λm =
l2

(1 + k1 + k2 + k3)2
λ (10.148)

det(JJT − λI)

=
l2

(1 + k1 + k2 + k3)2

∣∣∣∣∣JJt11 − (1+k1+k2+k3)
2

l2
λm JJt12

JJt21 JJt22 − (1+k1+k2+k3)
2

l2
λm

∣∣∣∣∣
=

l2

(1 + k1 + k2 + k3)2

∣∣∣∣∣JJt11 − λ JJt12

JJt21 JJt22 − λ

∣∣∣∣∣
(10.149)

∣∣∣∣∣JJt11 − λ JJt12

JJt21 JJt22 − λ

∣∣∣∣∣
= λ2

− [2k1k3c1c123 + 2k1k3s1s123 + 4k2k3c12c123 + 4 + 2k1k2s1s12 + 2k22 + 4k2k3s12s123

+ 2k1k2c1c12 + 4k2s12s1234 + 6k3s123s1234 + 2k1c1c1234 + 4k2c12c1234

+ 6k3c123c1234 + 2k1s1s1234 + k21 + 3k23 ]λ

+ k21(3c
2
1234 − 6c21c

2
1234 − 6s1s1234c1c1234 + 3c21)

+ k22(4c
2
1234 + 4c212 − 8c212c

2
1234 − 8s12s1234c12c1234)

+ k23(3c
2
123 − 6c2123c

2
1234 + 3c21234 − 6s123s1234c123c1234)

+ k21k
2
2(c

2
12 + c21 − 2c21c

2
12 − 2s1s12c1c12)

+ k22k
2
3(2c

2
123 + 2c212 − 4c212c

2
123 − 4s12s123c12c123)

+ k21k
2
3(2c

2
123 + 2c21 − 4c21c

2
123 − 4s1s123c1c123)

+ k1k2(4s1s12c
2
1234 − 4s1s1234c12c1234 − 4s12s1234c1c1234 − 2s12k

2
3s123c1c123 + 4c1c12 − 4c21234c1c12)

+ k2k3(4c12c123 + 4s12s123c
2
1234 − 4s12s1234c123c1234 − 4s123s1234c12c1234 − 4c21234c12c123)

+ k1k3(2s1s123c
2
1234 − 2s123s1234c1c1234 + 2c1c123 − 2c21234c1c123 − 2s1s1234c123c1234)

+ k21k2(2c12c1234 − 2c21c12c1234 − 2s1s12c1c1234 − 2s1s1234c1c12 + 2s12s1234c
2
1)

+ k21k3(4c123c1234 − 4c21c123c1234 − 4s1s123c1c1234 − 4s1s1234c1c123 + 4s123s1234c
2
1)

+ k22k3(4c123c1234 − 4c212c123c1234 − 4s12s123c12c1234 − 4s12s1234c12c123 + 4s123s1234c
2
12)

+ k21k2k3(2c12c123 − 2c21c12c123 − 2s1s12c1c123 − 2s1s123c1c12 + 2s12s123c
2
1)

+ k1k2k
2
3(2c1c12 − 2c2123c1c12 + 2s1s12c

2
123 − 2s1s123c12c123)

+ k1k2k3(4s1s12c123c1234 − 2s1s123c12c1234 − 2s1s1234c12c123

− 2s12s123c1c1234 − 2s12s1234c1c123 + 4s123s1234c1c12)

(10.150)

10.3.2 Manipulability performance measured by wn

This section conducts simulations to find the manipulability performance measured by

wn, i.e.,the determinant of Jacobian. The manipulability performance are compared
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between manipulator configurations of different families, as well as the between the

manipulators with different link length ratio.

wn for different families of configurations

Manipulator configurations of different families demonstrate different manipulability

performance, measured by determinant of Jacobian.

• wn of Family 1, measured by determinant of Jacobian

The wn of the configurations of Family 1 are shown in Fig. 10.21
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Figure 10.21: wn of Family 1 Configurations.
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• wn of Family 2, measured by determinant of Jacobian

The manipulability of the configurations of Family 1 are shown in Fig. 10.22

0 0.2 0.4 0.6 0.8 1
0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

Manipulability of Family
2
 Configurations

yc

θ 1

0 0.2 0.4 0.6 0.8 1
0

0.05

0.1

0.15

0.2

0.25

Manipulability of Family
2
 Configurations

yc

w
n 

(m
an

ip
ul

ab
ili

ty
)

0 0.5 1 1.5 2
0

0.05

0.1

0.15

0.2

0.25

Manipulability of Family
2
 Configurations

θ
1

w
n 

(m
an

ip
ul

ab
ili

ty
)

0
0.5

1

0

0.5

1

1.5

2
0

0.1

0.2

0.3

0.4

yc

Manipulability of Family
2
 Configurations

θ
1

w
n 

(m
an

ip
ul

ab
ili

ty
)

Figure 10.22: wn of Family 2 Configurations.
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• wn of Family 3, measured by determinant of Jacobian

The wn of the configurations of Family 3 are shown in Fig. 10.23
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Figure 10.23: Manipulability of Family 3 Configurations.
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Fig. 10.24 shows the achievable max manipulability along the designed trajectory,

given the freedom to choose any θ1 within [0◦, 90◦]. Note that Family 1 is always

perform better than the other two families.
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Figure 10.24: Max wn along the designed trajectory.

wn for two-link manipulator

Given a fixed total link length l (e.g. l = L1 + L2 = 1), wn varies according to the

link length ratio k as Fig. 10.25.
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Figure 10.25: Two-link manipulator: wn for Different Link Length Ratio. la is the
end-effector position in task space

178



The wn curve and condition number curve plotted with the population of θ2 are

as Fig. 10.26
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Figure 10.26: Two-link manipulator: wn for Different Link Length Ratio, plotted by
θ2

It can be found that the best wn happens for k = 1, i.e. equal link length will

produce the best wn performance for a two-link manipulator.

wn for three-link manipulator

For three-link manipulator, the joint angle profile corresponding to the best wn per-

formance is (Fig. 10.27):

10.3.3 Manipulability performance measured by Cn

This section conducts simulations to find the manipulability performance measured by

cn, i.e.,the condition number. The manipulability performance are compared between

the manipulators with different link length ratio.
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Figure 10.27: Best wn profile, plotted by θ1,θ2,and θ3.

Cn for two-link manipulator

Given a fixed total link length l (e.g. l = L1 +L2 = 1), the manipulability curve and

condition number curve varies according to the link length ratio k as Fig. 10.28

The manipulability curve and condition number curve plotted with the population

of θ2 are as Fig. 10.29

It can be found that the best Cn happens for k = 1, i.e. equal link length will

produce the best condition number performance for a two-link manipulator.
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Figure 10.28: Two-link manipulator: Cn for Different Link Length Ratio. la is the
end-effector position in task space

181



(a) (b)

150 200 250 300 350
0

10

20

30

40

50

θ
2
 (degree)

C
n

Condition Number, k = 0.11 to 0.99

k = 0.11

(c)

150 200 250 300 350
0

5

10

15

20

25

θ
2
 (degree)

C
n

Condition Number, k =  1 to 10

k =  1

(d)

Figure 10.29: Two-link manipulator: Cn for Different Link Length Ratio, plotted by
θ2
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Cn for three-link manipulator

The joint angle profile corresponding to the best condition performance is as Fig. 10.30:
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Figure 10.30: Best Cn profile, plotted by θ1,θ2,and θ3.

10.3.4 Best manipulability performance by Link Length ratio

The link length ratio is defined as k1 = L1

L3
and k2 = L2

L3
with the restriction of

L1 +L2 +L3 = l. While the end-effector of a three link manipulator is moving along

a straight line, the best manipulability performance varies for different k1 and k2.

Keep k2 = 1 (i.e. L2 = L3), 0.1 ≤ k1 ≤ 5 results in various performance of the

best manipulability curve as Fig. 10.31, measured by wn.

Keep k1 = 1 (i.e. L1 = L3), 0.1 ≤ k2 ≤ 5 results in various performance of the

best manipulability curve as Fig. 10.32, measured by wn.
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MAN Upper Arm (UA) Lower Arm (LA) Hand (HA) Total k1 k2
99 percentile 312 274 213 800 1.465 1.286
50 percentile 279 257 190 726 1.468 1.353
1 percentile 216 234 168 648 1.286 1.393
WOMAN Upper Arm (UA) Lower Arm (LA) Hand (HA) Total k1 k2
99 percentile 279 247 198 724 1.409 1.247
50 percentile 247 234 175 673 1.509 1.337
1 percentile 234 211 152 597 1.539 1.388

Table 10.3: Link Length Measurement (mm) and Link Length Ratio for Man and
Woman.

Fig. 10.33 shows the best manipulability performance for the link length ratio of

human arms (50 percentile), measured by wn.

10.3.5 Analytical Derivation of Velocity & Force Ellipsoid

For robot with only one type of joints (i.e. prismatic or revolute joints) and for

one type of tasks, the transformation of velocities (forces) can be characterized by

a comparison of the end-effector velocity (wrench) produced by unit joint velocities

(torques) [140]. The velocity (force) transmission between the joint space and the

task space can be analytically represented by velocity (force) ellipsoid.

• Velocity Ellipsoid

Consider the joint velocities contained in the unit sphere of joint velocity space

(n-dimensional), which correspond to a set of unit joint velocity of a mechanism.

Given the joint velocity as θ̇ and end-effector velocity as ẋ,

θ̇T θ̇ =
∥∥∥θ̇∥∥∥2 = θ̇21 + θ̇22 + · · ·+ θ̇2n = 1 (10.151)

Note that for a mechanism (non-redundant and redundant), the joint velocity

θ̇ and the end-effector velocity ẋ can be related by psudo-inverse as

θ̇ = J†ẋ (10.152)

where Jm×n has m ≤ n. In this case, rank(J) = m and the definition of J† is
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J† = JT (JJT )−1 (10.153)

Let JJT = A, where A is a square matrix of rank.

A† = A−1 = (JJT )† = (JJT )−1 (10.154)

According to Equation A2.9 in [17],

(J†)TJ† = (JJT )† (10.155)

We have

(J†)TJ† = (JJT )−1 (10.156)

Therefore,

∥∥∥θ̇∥∥∥2 = θ̇T θ̇

= (J†ẋ)T (J†ẋ)

= ẋT [(J†)T (J†)]ẋ

= ẋT [(J†)T (J†)]ẋ

= ẋT [(JJT )−1]ẋ (10.157)

By singular value decomposition (SVD),

J = UΣmVT (10.158)

Where U and V are orthogonal matrix such that

UTU = UUT = I

UT = U−1 (10.159)

and so it is with V. Σm is a diagonal matrix, with diagonal elements σi (i =

1, · · · , n).

Thus,
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∥∥∥θ̇∥∥∥2 = θ̇T θ̇

= ẋT [(UΣmVT )(UΣmVT )T ]−1ẋ

= ẋT [UΣm(VTV)ΣT
mUT ]−1ẋ

= ẋT [UΣ2
mUT ]−1ẋ

= ẋT [(UT )−1Σ−2
m (U−1)]ẋ

= ẋT [UΣ−2
m UT ]ẋ

= (UT ẋ)TΣ−2
m (UT ẋ) = 1 (10.160)

Let UT ẋ = ω,

∥∥∥θ̇∥∥∥2 = (UT ẋ)TΣ−2
m (UT ẋ)

= ωTΣ−2
m ω

=
∑ ω2

i

σ2
i

= 1 (10.161)

Where ω2
i is the diagonal elements of ωTω.

Equations (10.160) and (10.161) represented the velocity transmission as ve-

locity ellipsoid. The principle axes of the ellipsoid are defined by U and the

radiuses of the ellipsoid are determined by the diagonal elements of Σm, i.e. σi.

• Force Ellipsoid

Consider the joint torques contained in the unit sphere of joint torque space (n-

dimensional), which correspond to the unit joint torque of a mechanism. Given

the joint torques as τ and end-effector wrench as F,

τT τ =
∥∥∥τ∥∥∥2 = τ21 + τ22 + · · ·+ τ2n = 1 (10.162)

Note that for a mechanism (non-redundant and redundant), the joint torques τ

and the end-effector wrench F can be related by JT as

τ = JTF (10.163)

where Jm×n has m ≤ n. In this case, rank(JT ) = m.
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Therefore,

∥∥∥τ∥∥∥2 = τT τ

= (JTF)T (JTF)

= FT [JJT ]F (10.164)

By singular value decomposition (SVD) as Equations (10.158) and (10.159)

∥∥∥τ∥∥∥2 = τT τ

= FT [(UΣmVT )(UΣmVT )T ]F

= (UTF)TΣ2
m(UTF) = 1 (10.165)

Let UTF = γ,

∥∥∥τ∥∥∥2 = (UTF)Σ2
m(UTF)

= γTΣ2
mγ

=
∑ γ2

i

σ−2
i

= 1 (10.166)

Where γ2
i is the diagonal elements of γTγ.

Eq. (10.166) represented the velocity transmission as velocity ellipsoid. The

principle axes of the ellipsoid are defined by U and the radiuses of the ellipsoid

are determined by by the diagonal elements of Σ−1
m , i.e. 1

σi
.

• Relationship Between Velocity ellipsoid and Force ellipsoid

Decompose the end-effector velocity (wrench) vector by in the reference frame

of U, we can build up the velocity ellipsoid and force ellipsoid of the same

mechanism in the same coordinate system, which explicitly demonstrates the

relationship between their radiuses. Along the axis that the velocity ellipsoid

has radius of σi, the corresponding force ellipsoid has radius of 1
σi
.

When the end-effector of a two link manipulator (L1 = L2 = 1) moving along a

straight line (e.g. the x-axis), the velocity ellipsoid will populate as Fig. 10.34(as

Yoshikawa’s Fig4.3 of [17]).

Similarly, the force ellipsoids are generated from unit joint space as Fig. 10.35.
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10.4 Entropy as the measurement of probabilistic

reachability

A well-designed robotic manipulator are expected to have a workspace that adapt to

the task requirement. The area that is frequently visited by task requirement should

be easily reached by the end-effector of the robotic manipulator, without much control

effort. To study the probabilistic reachability within the workspace, this section

introduces the entropy as a performance index and conducts simulations to find out

the probabilistic distribution of end-effector position for the planar manipulator with

different degrees of redundancy.

From the perspective of statistical mechanics, the concept of entropy was orig-

inally proposed as measurement of uncertainty. The control effort introduced to a

system intends to reduce the uncertainty in the probabilistic distribution of outputs.

Particularly for a robotic manipulator, the control effort is imposed by the mechan-

ical constraints, i.e., the kinematics and dynamics of the robotic manipulator. As

a measurement of uncertainty, the entropy can evaluate the control effort imposed

by the kinematics and dynamics of the mechanical constraints. To be specific, the

control effort is measured as the entropy difference between the input space, i.e., the

joint space, and the output space, i.e., the task space.

In addition to measuring the control effort imposed by mechanical constraint, the

entropy can also measure the probabilistic distribution of end-effector, i.e., the prob-

abilistic reachability in the workspace. Given a joint space with uniform distribution,

the robotic manipulator with different degrees of redundancy will generate task space

with different probabilistic distribution of the end-effector position. The preliminary

study on the task space entropy intend to demonstrate the phenomenon.

10.4.1 Problem setup

The problem is setup for planar manipulators with different degrees of kinematical

redundancy. To maintain the range of workspace, the total link length of the redun-

dant manipulator is unified, i.e.,
∑

Li = 1. For simplification, each of the planar

manipulator has equal link length. Take the three link manipulator as example, the

geometry of the manipulator is defined as:
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L1 + L2 + L3 = 1

L1 = L2 = L3 (10.167)

The probabilistic distribution in joint space is uniform. In a simulation experi-

ment, a set of joint angles, i.e., a manipulator configuration, are randomly pick up

and end-effector position is generated by the planar manipulator accordingly. Given

a end-effector position (x, y), the number of manipulator configurations that generate

the this end-effector position is denoted as Nxy, and the total number of manipu-

lator configurations generated by all the simulation experiments is denoted as N .

Therefore, the probability that the manipulator reach the position (x, y), i.e., the

probabilistic reachability of position (x, y) is:

P (x, y) =
Nxy

N
(10.168)

The entropy of the task space can be computed as:

H =
∑

P (x, y) ln[P (x, y)] (10.169)
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Figure 10.31: Best Manipulability Performance (measured by wn) for Different 0.1 ≤
k1 ≤ 5 and k2 = 1.
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Figure 10.32: Best Manipulability Performance (measured by wn) for Different k1 = 1
and 0.1 ≤ k2 ≤ 5.
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Figure 10.33: Best Manipulability Performance (measured by wn) for Different k1 and
k2 around the Measurements of Human Arms (50 percentile).
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10.4.2 Simulation results

Simulation experiments are conducted for planar manipulator with different degrees

of redundancy, shown in Fig. 10.36 to Fig. 10.41. The simulation results shows that

as mechanical constraints, the manipulators with different degrees of redundancy im-

pose different control effort. Given the joint space with uniform distribution, the

manipulator that cover the same range of workspace requires demonstrates different

probabilistic reachability. Without extra control effort in joint space, the manipulator

tends to reach the task space points with higher probabilistic reachability. Note that

in all the simulation experiments, the center of the workspace always have relatively

higher probabilistic reachability, which implies that the center of the workspace is

assigned with inherent importance in the geometric design of the manipulator. Con-

sidering the fact that the planar manipulator intends to model human arms by sim-

plification, the center of the workspace at which the head resides is assigned with

inherent importance by the morphology of human arms.
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Figure 10.36: Relevant research.
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Chapter 11

Appendix IV: Design Optimization

of a Multi-Arms Surgical Robotic

System for Manipulation Dexterity

The aim of this research is to optimize the geometry of four robotics arms and their

relative position and orientation of their bases using a cost function that takes into

account: (1) the size and the shape of the common workspace of all the arms (2)

the mechanism isotropy (3) the mechanism stiffness. Given the generic nature of the

surgical robotic configuration utilizing minimally invasive surgical (MIS) technique

with tools with the same length as manual tools the optimization is not targeting a

specific internal organ or anatomical structure but based on measurements conducted

with patients and animal model for assessing the maximal reachable workspace as well

as the operational workspace. Since the reposted study was conducted prior to the

detailed design was completed. The results of the optimization process affected design

parameters and therefore the mechanism design itself.

11.1 Introduction

Surgical procedures are traditionally performed by two or more surgeons along with

staff nurses. One surgeon serves as the primary surgeon and the other serves as

his/her assistant. Surgical robotics have redefined the dynamics in which the two

surgeons interact with each other and with the surgical site. Raven IV is a new

generation of the surgical robot system having four articulated robotic arms with a
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spherical configuration, each holding an articulated surgical tool. The system allows

two surgeons to tele-operate the Raven IV collaboratively from two remote sites.

The current research effort aims to configure the link architecture of each robotic

arm, along with the position and orientation of the four bases which dictates the port

placement and configuration with respect to the patient body, a total of seven different

parameters which led to 2.3X1010 system configurations, in order to optimize the

common workspace reachable by all four robotic arms. Each parameter was studied

individually and a brute force approach was used to optimize the cost function across

the entire set of parameters. The simulation results indicate that tilting the base of

the robotic arms in the range of -20 to 20 deg while moving the ports closer together

up to 50 mm apart leads to a preferred circular shape of the common workspace

with an isotropy value of 0.5. A carefully configured system with multiple surgical

robotic arms will enhance the interactive performance of the two surgeons. The four

arms surgical robotic setting regains access of two surgeons into the surgical sites a

configuration which enables collaborative surgery between two surgeons or a surgeon

and an artificial agent.

11.2 Methodology

The methodology of optimizing the design of the Raven IV mechanism is primary base

kinematics parameters. This section defines the direct and inverse kinematics, The

Jacobian matrix, as well as the cost function. The cost function for the optimizing the

size and shape of the common workspace shared by four Raven arms was composed

from link lengths, ports spacing, bases orientation, and isotropy.

11.2.1 Direct Kinematics of the Raven IV Arms

The Raven IV surgical robot system consists of two pairs of surgical robotic arms. The

pairs are mirror images of each other, which results in symmetric kinematics. Each

arm has seven degrees of freedom (DOFs): six DOFs for positioning and orienting

the end-effector and one for opening and closing the end-effector.

The base frame is located at the converging center of the spherical mechanism

formed by the first three links of a Raven IV arm (Fig. 11.1a). The Denavit-

Hartenberg (DH) Parameters (Table 11.1) are derived in the standard method defined

by [212].
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The direct kinematics can be derived from Table 11.1, for the left and right arms

respectively. Note that sin θi is denoted as si, cos θi is denoted as ci, sinαi is denoted

as sαi, cosαi is denoted as cαi.

Table 11.1: Denavit-Hartenberg Parameters for Raven IV Arms (standard method).

Robot i− 1 i αi ai di θi
Left 0 1 π − α 0 0 θ1(t)
Robot 1 2 −β 0 0 −θ2(t)
(1,3) 2 3 0 0 0 π/2− θ3(t)

3 4 −π/2 0 d4(t) 0
4 5 π/2 a5 0 π/2− θ5
5 6 −π/2 0 0 π/2 + θ6

Right 0 1 π − α 0 0 π − θ1(t)
Robot 1 2 −β 0 0 θ2(t)
(2,4) 2 3 0 0 0 π/2 + π + θ3(t)

3 4 −π/2 0 d4(t) 0
4 5 −π/2 a5 0 π/2 + θ5
5 6 −π/2 0 0 π/2− θ6

Range θ1 ∈ [0◦, 90◦] θ2 ∈ [20◦, 140◦]
θ3 ∈ [−86◦, 86◦] d4 ∈ [0, 250] mm
θ5 ∈ [−86◦, 86◦] θ6 ∈ [−86◦, 86◦]

The direct kinematics is defined as the position and the orientation of the end-

effector with respect to the base frame given the joint angles:

0
6T =0

1 T ·12 T ·23 T ·34 T ·45 T ·56 T =


r11 r12 r13 Px

r21 r22 r23 Py

r31 r32 r33 Pz

0 0 0 1

 (11.1)

11.2.2 Inverse Kinematics of the Raven IV Arms

Given the position and orientation of the end-effector of a Raven IV arm, the six

DOFs for positioning and orienting the end-effector can be determined by resolving

the inverse kinematics analytically. In spite the seven DOF of each arm which will

render it as a redundant mechanism with infinite solutions for the inverse kinematics,

The two jaws of the tools effector that can move in dependently and form the second

wrist as well as the grasping function were reduced to a single DOF defining the virtual
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line between the two jaws at the center line of the grasper. With this approach the

system as a whole was reduced mathematically to a six DOF system with a close form

inverse kinematics solution. Physical joint limits defined by Table 11.1 were added to

the analytical description to ensure the practical reachability of the arm to a specific

point in space. Eq. (11.1) describes the homogeneous transformation of the Raven

IV arm kinematics.

Hence, 6
0T can be determined as the inverse of 0

6T such that

6
0T =


r
′
11 r

′
12 r

′
13 Pxinv

r
′
21 r

′
22 r

′
23 Pyinv

r
′
31 r

′
32 r

′
33 Pzinv

0 0 0 1

 (11.2)

where for the left Robot,

Pxinv = (−d4c5 + a5)c6

Pyinv = s5d4

Pzinv = (−d4c5 + a5)s6

(11.3)

and for the right robot,

Pxinv = (d4c5 − a5)c6

Pyinv = s5d4

Pzinv = (−d4c5 + a5)s6

(11.4)
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Let us define Pinv as:

P 2
inv = (P 2

xinv + P 2
yinv + P 2

zinv)

= (d4c5 − a5)
2c26 + s25d

2
4 + (−d4c5 + a5)

2s26

= (a5 − d4c5)
2 + s25d

2
4

= a25 − 2a5d4c5 + d24c
2
5 + s25d

2
4

= a25 − 2a5d4c5 + d24 (11.5)

which gives:

c25 = (
a25 + d24 − P 2

inv

2a5d4
)2 (11.6)

Note that both (11.3) and (11.4) lead to

c25 = 1− s25 = 1− (Pyinv/d4)
2 (11.7)

Hence,

1− (
Pyinv

d4
)2 = (

a25 + d24 − P 2
inv

2a5d4
)2 (11.8)

Eq. (11.8) satisfies both the left robot and the right robot and therefore leads to

four possible solutions to d4 as:

d41 =

√
a25 + P 2

inv + 2a5

√
(P 2

inv − P 2
yinv) (11.9)

d42 = −
√

a25 + P 2
inv + 2a5

√
(P 2

inv − P 2
yinv) (11.10)

d43 =

√
a25 + P 2

inv − 2a5

√
(P 2

inv − P 2
yinv) (11.11)

d44 = −
√

a25 + P 2
inv − 2a5

√
(P 2

inv − P 2
yinv) (11.12)

out of which only (11.12) is acceptable for both the left and right arm given the

constraints in Table 11.1.
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θ6 can be resolved as:

s6 = Pzinv/(−d4c5 + a5) (11.13)

for the left robot,

c6 = Pxinv/(−d4c5 + a5) (11.14)

and for the right robot,

c6 = −Pxinv/(−d4c5 + a5) (11.15)

θ6 = Atan2(s6, c6) (11.16)

θ5 can be resolved as:

s5 = Pyinv/d4 (11.17)

c5 =
√
1− s25 (11.18)

θ5 = Atan2(s5, c5) (11.19)

Given the solution of d4, θ5 and θ6, we can compute

0
3T = 0

1T ·12 T ·23 T =0
6 T · [34T ·45 T ·56 T ]−1

=


a11 a12 a13 ax

a21 a22 a23 ay

a31 a32 a33 az

0 0 0 1

 (11.20)

where
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a32 = s2sαc3 + (c2sαcβ + cαsβ)s3 (11.21)

a33 = c2sαsβ − cαcβ (11.22)

θ2 can be resolved as:

c2 =
cαcβ + a33

sαsβ
(11.23)

s2 =
√

1− c22 (11.24)

θ2 = Atan2(s2, c2) (11.25)

Let us define a = s2sα and b = c2sαcβ + cαsβ. Eq. (11.21) becomes

a32 = ac3 + bs3 (11.26)

and a, b and a32 are known. Eq. (11.26) can be solved with the tangent-of-the-half-

angle substitutions (see Section 4.5 of [?]):

θ3 = 2Atan(
b±

√
a2 + b2 − a232
a+ a32

) (11.27)

Eq. (11.26) can also be solved as (see C.10 of [?]):

θ3 = Atan2(b, a)± Atan2(
√
a2 + b2 − a232, a32) (11.28)

Note that solutions only exist when a2+b2−a232 ≥ 0. Additionally, (11.27) requires

a+ a32 ̸= 0; (11.28) requires a32 ̸= 0 and a ̸= 0.

An algorithm to check a13 ((11.29) and (11.30)) in (11.20) can be used to choose

between the two possible solutions of θ3.

For the left robot,

a13 = −s2sαs3 + c2sαc3cβ + cαc3sβ (11.29)

205



For the right robot,

a13 = s2sαs3 − c2sαc3cβ − cαc3sβ (11.30)

Given the solution for θ2 and θ3, θ1 can be determined by:

0
1T = =0

6 T · [34T ·45 T ·56 T ]−1[12T ·23 T ]−1

=


b11 b12 b13 bx

b21 b22 b23 by

b31 b32 b33 bz

0 0 0 1

 (11.31)

with s1 = b11, c1 = b21 for the left robot, s1 = b11, c1 = b21 for the right robot and

θ1 = Atan2(s1, c1) (11.32)

11.2.3 The Common Workspace and the Reference Plane
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Figure 11.2: The common workspace projected onto the reference plane: (a) 3D view;
(b) projection onto x-z plane. For each Raven IV arm, the gray bar represents its
base. The magenta and the cyan bars represent the first and second link respectively.

The common workspace is a subset of each arm’s workspace that is overlaps with
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the workspaces of all the other three arms. As such it is the operational workspace

shared by all four arms. The four Raven arms are arranged with respect to each

other as depicted schematically in Fig. 11.2. The gray bars represents the bases of

the arms while the magenta and the cyan bars represents the first and second links of

each arm respectively. The four Raven IV arms can reach a common volume in a 3D

space. For the purpose of optimizing the system, a reference 2D plane was defined

inside the patient 150 mm below the plane which includes the ports of the four arms.

This plane is a typical operational plan in which the tools are inserted half way into

the patient.

11.2.4 Area-Circumference Ratio

Maximizing the common workspace is not the only consideration since the shape of the

workspace plays an important role in how it can be functionally used. The optimized

common workspace is expected to have the largest circular area possible as opposed

to an elliptical area. Mathematically, the area and shape of the common workspace

can be collectively evaluated by the ratio between the area and its circumference ς,

which is defined as

ς =
Area

Circumference
(11.33)

According to the isoperimetric inequality, a circle has the largest possible area

among all the shapes with the same circumference. The Area-Circumference ratio of

a circle ςc is proportional to its radius r:

ςc =
πr2

2πr
=

r

2
(11.34)

Practically, the common workspace has an amorphic shape that can not be ex-

pressed analytically. However, maximizing ς, i.e. max(ς), will result in the common

workspace that is as close as possible to a circle.

Fig. 11.3 presents two common workspaces of two Raven arms resulting from

different link lengths. The common workspace depicted in Fig. 11.3b (with ς = 4.48)

is preferable compared to the workspace illustrated in Fig. 11.3a.

207



−200 0 200 400

−200

−100

0

100

200

x (mm)

y 
(m

m
)

 Red − Common Workspace 
 Green − Reachable by Left Arm Only
 Blue − Reachable by Right Arm Only

(a)

−200 0 200 400

−200

−100

0

100

200

x (mm)

y 
(m

m
)

 Red − Common Workspace 
 Green − Reachable by Left Arm Only
 Blue − Reachable by Right Arm Only

(b)

Figure 11.3: Example of two typical common workspaces of two Raven arms con-
structed from two different link lengths defined by α and β : (a) Two arm configu-
ration defined by links length α = 65◦, and β = 15◦, resulted with ς = 2.23; (b) Two
arm configuration defined by links length α = 65◦, β = 80◦, resulted with ς = 4.48.

11.2.5 Mechanism Isotropy

Isotropy is a kinematic performance measure with values in the range of [0, 1] where a

value of 0 represents singular configuration in which the mechanism lose one or more

DOF and is mechanically locked and value of 1 represents the mechanism’s ability to

move equally in all directions and therefore repeats the best mapping between the

joint space and the end effector space. The isotropy is defined based on the Jacobian

matrix J as one over the condition number of the Jacobian matrix.

Iso =
1

Condition number of J
(11.35)

The Jacobian matrix is derived analytically by using the velocity propagation

method in which the angular and the linear velocities are propagated iteratively from

frame ı to frame ı + 1 as:

i+1ωi+1 = i+1
i Riωi + θ̇i+2Ẑi+1 (11.36)

i+1vi+1 = i+1
i R(iωi ×i Pi+1 +

i vi) + ḋi+2Ẑi+1 (11.37)
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Note that for a prismatic joint, θ̇i+1 = 0 in (11.36); for a revolute joint, ḋi+1 = 0

in (11.37).

The robot is structured such that the first 3 DOF determine the wrist position

of the tool in space and the remaining four DOF dictates the orientation of the tool

in space. Furthermore since the design of the robotic tool follows the same general

geometry of a MIS tool the primary focus of the optimization methodology in terms

of maximizing the robotic arm workspace under additional constrains is the geometry

of the first two links and the relative positions of the the bases of the 4 arms with

respect to each other. As a result, the following analytical derivation of the Jacobian

includes only the first three DOF (positioning of the wrist) of the arm, i.e., θ1, θ2

and d4. Therefore, the DH parameters in Table 11.1 are modified to rule out the

non-relevant DOFs: (1) θ3 = 0; (2) α4 = 0; (3) DH parameters relevant to joint 5

and joint 6 are not considered and therefore are all set to zero.

Using the velocity propagation method for expressing the Jacobian, the angular

velocity of the tool’s wrist for the left arm is defined as :

3v3 =

c2cβsαθ̇1 + sβcαθ̇1 − sβ θ̇2

s2sαθ̇1

c2sβsαθ̇1 − cβcαθ̇1 + cβ θ̇2


(11.38)

and for the right arm is defined as :

3v3 =

−c2cβsαθ̇1 − sβcαθ̇1 + sβ θ̇2

s2sαθ̇1

c2sβsαθ̇1 − cβcαθ̇1 + cβ θ̇2


(11.39)

The linear velocities of the tool’s wrist are the same for both the left and the right

arms, and expressed as:

3v3 =

 0

0

ḋ4

 (11.40)
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Therefore, the Jacobian matrix expressed in coordinate system number 3 for the

left robot is defined as :

3J =

c2cβsα + sβcα −sβ 0

s2sα 0 0

c2sβsα − cβcα cβ 1

 (11.41)

and for the right robot is defined as:

3J =

−(c2cβsα + sβcα) sβ 0

s2sα 0 0

c2sβsα − cβcα cβ 1

 (11.42)

The resulting Jacobian matrix has a unit vector corresponding to the prismatic

joint along the z-axis of Frame 4. Therefore, the mechanism isotropy only depends

on the 2× 2 top left sub-matrix of the Jacobian, denoted as 3Js.

11.2.6 Cost Function

The common workspace is optimized based on a cost function which includes four

parameters. The numerator of the cost function include multiplications of parame-

ters that are maximized and the numerator of the cost function includes parameters

that are minimize such that the whole cost function are maximized. The four pa-

rameters of the cost function are: (1) the Area-Circumference ratio (ς) is maximized

given bounded isotropy values; (2) The sum of the isotropy across the entire common

workspace (
∑

Iso) is maximized; (3) the minimum isotropy (Isomin) of the common

workspace is maximized; and (4) the sum of the robotic arm first two joint angles

cubed (α3 + β3) is minimized. Since the stiffness of a contour lever beam is propor-

tional to the length of the beam’s cubed. Shorter link lengths resulted in a stiffer

mechanism which in tern reduces end effector position and orientation error due to

link deformation. Given the spherical geometry of the mechanism in which its first

three axes intersect at a single point defining its remote center, the kinematics of the

mechanism is independent of the radius of the sphere. As a result, the link lengths are

defined here as angles. The radius of the mechanism was defined later on as part of

the design process to provide sufficient space around the entry point of the tool into

the body to include the MIS port. With the above considerations, the cost function
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of the optimization of the common workspace is defined as:

C = max
(α,β,ϕx,ϕy,ϕz ,bx,by)

{ς ·
∑

Iso · Isomin

α3 + β3
} (11.43)

Where
∑

Iso denotes the sum of the actual isotropy of the points in the common

workspace, Isomin denotes the minimum isotropy required in the common workspace,

and α3 + β3 represents the stiffness of the structure, since the stiffness of the link is

inversely proportional to the cubic power of the dimension.
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Figure 11.4: Parameters for the optimization of the common workspace.

Eq. (11.43) intends to maximize the cost function by choosing the link length of

the first two links α and β, the distance between the ports, the base orientation of

the arms, and the minimum isotropy required in the workspace: (1) the α between

the Axis 1 and Axis 2, and the β between Axis 2 and Axis 3; (2) the base orientation

are about Xw, Yw and Zw axes of the world coordinate frame respectively, i.e. ϕx,
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ϕy and ϕz; and (3) the port spacing bx and by is the horizontal distance between the

bases of the Raven IV arms, measured along Xw and Yw respectively; (4) Isomin is

the minimum isotropy required in the common workspace.

11.3 Results

Following the definition of the combined cost function the effect of each parameter was

studied individually showing various trends of the system performance as a function of

the changes of its internal parameters. Once each parameter was studied individually

the cost function was used to enforce all the constrains simultaneously and a numerical

brute force search approach was utilized to study the entire parameters’ space for

selecting the optimal set of parameters which maximizes the cost function.

11.3.1 Isotropy Performance

Limiting the minimal acceptable value of the isotropy Isomin has a significant effect on

the resulting optimized common workspace. Out of the three time dependent variable

θ1 (shoulder joint angle) θ2 (elbow joint angle) and d4 tool shaft displacement the

Jacobian matrix is only a function of the elbow joint angle θ2 as depicted in Fig. 11.6

in which the Isotropy is plotted as a function of θ1 and θ2 indicating the dependency

of the Isotropy on θ2 only. If a threshold is set for the minimal value of the Isotropy, as

depicted in Fig. 11.5 for values of 0.1, 0.3, 0.5, 0.7, 0.9 (marked by the dashed vertica

lines) the range of the values for θ2 is decreased as the value of isotropy threshold

is increased. This relationship is depicted in Fig. 11.5 for a specific link lengths in

which α = 55◦ and β = 60◦ however the same relationship between the θ2 and the

Isomin holds for any arm configuration with the range of link length under study .

Fig. 11.7 demonstrates the Cmax when different Isomin is required in the common

workspace. The cost function is maximized when Isomin = 0.5. The expected benefit

will be diminished by both higher and lower minimum isotropy requirement.

11.3.2 Robotic Mechanism Design - Link length

The lengths of the first two links, which are expressed as two angles α and β given

the spherical nature of the mechanism, are two out of the seven parameters defining

the cost function’s set of constrains. Among all the seven parameters these two link
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Figure 11.5: Isotropy as a function of the first two joint angles for a specific arm
configuration (α = 55◦,β = 40◦) (a) Range of θ2 as it is affected by different Isomin

values marked by dashed vertical lines. (b) Isotropy Iso as a function of the time
dependent variable θ1 (shoulder joint angle) θ2 (elbow joint angle).

lengths are defined during the design process whereas the rest of the parameters can

be changed by positioning and originating the bases of the robot with respect to each

other as part of setting up the system. If all the constrains are removed, by setting

the two link lengths α and β to be 90 deg, the size of the workspace of a single arms

is maximized.

Fig. 11.8 depicts the cost function values as a function of the link length α and

β plotted with a resolution of 10 degrees in a range of [0,90]. In general, the value

of the cost function is increased as the as the length of the links increase. With the

introduction of the contains as defined by the cost function, it is maximized when

α = 85◦ and β = 65◦.

the length the demonstrates the effect of structure design, particularly for the link

length α and β. According to the simulation results, the cost function is maximized

by α = 85◦ and β = 65◦. White color on the periphery of the plot indicates link

lengths pairs that do not meeting the criteria as defined by the cost function.

11.3.3 Robot Base Orientation

The base orientation of each surgical robotic arm is determined by thee angles of the

inertial (world) coordinate system i.e. rotation are about Xw, Yw and Zw axes by ϕx,

ϕy and ϕz; A mirror image axial symmetry was assumed for the rotations with respect
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Figure 11.6: Distribution of ς for different Isomin. (a)For Isomin = 0, ςmax = 6.64
when α = 80◦, β = 40◦; (b) For Isomin = 0.5, ςmax = 6.55 when α = 70◦, β = 35◦.

to all the axes. The following refers to the top right mechanism (first quadrant in

Fig. 11.4).

Fig. 11.9 demonstrates the base orientation effects of individual axes on the cost

function value Cmax in the angle range of +/- 20 deg. Only one axis was change at a

time while the other two were kept at an angle equal to zero. The cost function value

monotonously increases as the base orientation about the y-axis (i.e., ϕy) increases

but reaches a a peak value for ϕy = 10deg. The cost function is sensitive to changes

in the rotating of the base along the x-axis (i.e. ϕx) as it is exponentially increases as

a function of ϕx with a maximal value of ϕz = −20deg. The cost function value is the

least sensitive to rotation along the z-axis (i.e. ϕz) as it monotonously decreases as

the base angle increases as a function of ϕz and have a maximal value of ϕz = −20deg.

Following the individual effect of based orientation along each axis Fig. 11.10

depicts the cost function values as a function of various combinations of base ori-

entations at three perpendicular planes. Relaying solely on based orientation the

best performance is accomplished for base inclination of ϕx = 20◦, ϕy = 10◦, and

ϕz = −20◦.

11.3.4 Ports Spacing

Fig. 11.11 demonstrates the effect of port spacing. As the distance between the ports

along the x-axis increases the performance criterion Cmax decreases. However the

performance crematoria Cmax reaches it maximal value as the distance between the
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ports along the y-axis reaches a value of 100 mm. As a result the expected benefit is

maximized by separating the ports location 100 mm along x-axis and 50 mm along

y-axis. This result coincides with empirical data of port placement in minimally

invasive surgical applications.

11.3.5 Full Optimization

A brute force search across the the bounded parameters with specific resolutions for

each parameter was conducted for maximizing the preference criterion Cmax base on

the previously defined cost function (11.43). A total of 2.304x1010 configurations

were analyzed. This performance criterion is maximized for a set of seven parameters

listed in Table 11.2. These parameters are translated to a specific configuration of

the four robotic arms as depicted in Fig. 11.12a. This four arm arrangement led

to the largest circular common workspace shared by the four arms as depicted in

Fig. 11.12b) with an approximate radius of 150 mm .

Fig. 11.7, Fig. 11.8, Fig. 11.9 and Fig. 11.11 shows the trend of Cmax with respect

to each optimization parameters. According to Fig. 11.9, the best Cmax happens at

maxϕx and minϕz. For every other optimization parameter, best Cmax happens in

the middle of its value range. To find an even better Cmax and its corresponding

parameter values, we conduct another brute force search in the neighborhood of the

optimal parameter value of α, β, ϕy, bx, by and Isomin with refined resolutions. As
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shown in Table ??, we have Cmax = 533.01 when bx = 90 mm.

(Table 11.1)

11.4 Conclusion

Providing a group of two surgeons the level of access, manipulability, dexterity of

the surgical site as well as the visual views of it via robotic technology requires at

least four robotics arms and two stereo cameras rendering the surgical site. The

core of this research was to optimize the design of four surgical robotics arms to

maximize a shared workspace while maximizing the manipulatable factors, stiffness

and minimizing its footprint. Given the generic nature of the surgical robotic system,

its design did not target specific anatomical structures or surgical procedure.

The design parameters of the system can be divided into two groups: (i) design

parameters that are fixed following the fabrication of the robotic arms i.e. angular

link lengths, or (ii) design parameters that can be change at any point during the

operation of the system i.e. position and orientations of the individual robotic arms

as well as the relationship between them i.e. spacing between the bases as well as the

relative orientation with each other and the surgical site.

The cost function for optimizing the design account for geometry kinematics and
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stiffness parameters. The effect of each parameter was studied individually followed

by a brute force search across range of all the parameters. The effect of the individual

parameters are as following (1) Isotropy - The analytical derivation of the system

shows that the mechanism isotropy performance of a Raven arm depends on a 2× 2

sub-matrix of the 3 × 3 Jacobian matrix for the end-effector positioning (i.e. θ1, θ2

and d4) once the Jacobian matrix is expressed in coordinate of the tool’s shaft. Given

the spherical nature of the mechanism the isotropy is a function of the elbow joint

only. It maximal and minimal values is a function of the two link lengths. Bounding

the mechanism isotropy ensures high performance of entire system. An increase of the

minimal acceptable value of the Isotropy leads to a decrease in the common workspace.

However the overall performance criteria is maximized once the minimal isotropy is

set to 0.5. (2) Link Lengths - The first two links of the mechanism were optimized.

Given the spherical geometry of the mechanism, the link lengths are expressed as

angles. The kinematics of the mechanism is independent of the sphere’s radius. The

radius set to provide sufficient space to encapsulate the MIS port. Setting the angles

of the first two links to be 90 Deg each allows to position the end effector at the tip

of the tool inserted along the radius anywhere in the the sphere. However there are

two major disadvantages in setting the link’s angular length to this values. First, the

longer the link the more flexible the mechanism is. Second, as the link angular length

is longer potential collisions between the surgical robotic arms and the body of the

patient are more prominent. Optimizing for the mechanism for link angular length
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Table 11.2: Parameter Ranges and preferred values for the optimization of the Raven
IV surgical robot system.

Range Optimal
value

Resolution

α [5◦, 90◦] 85◦ 20◦

β [5◦, 90◦] 65◦ 20◦

ϕx [−20◦, 20◦] 20◦ 10◦

ϕy [−20◦, 20◦] 10◦ 10◦

ϕz [−20◦, 20◦] −20◦ 10◦

bx [50, 200] (mm) 100 (mm) 50 (mm)
by [50, 200] (mm) 50 (mm) 50 (mm)
Isomin [0.1, 0.9] 0.5 0.2
Result Cmax = 526.3338 for Isomin =0.5

shows that as the link length increases the performance criterion improves however

the best performance is accomplished when the link lengths are set to α = 85◦ and

β = 65◦. Setting the minimal isotropy to a value of 0.5 eliminates some combinations

of link length angles. (3) Base Orientation - The base orientation is dictated by

three angles. Among the three axis the cost function is highly sensitive to changes

along the the two angles which define the plane of the base and less sensitive to

changes along the axis which i perpendicularity to the base. The optimal solution

of the base configuration is result in a configuration forming a shape of an X on the

coronal plane, convex shape in the Axial plane, and concave shape in the Sagittal

plane. It is interesting to note that the configuration of the bases will be similar to

the orientation of the palms of two surgeons interacting with the surgical site while

standing on two sides of the operating room table. (4) Port Spacing - Creating the

shared workspace with a circular geometry is accomplished by spacing the bases 50

mm along the superior/inferior axis and 100 mm along the left / right axis. Analyzing

clinical post placement in MIS indicates similar distances.

A brute force optimization followed the detailed study of the individual parame-

ters. As set of parameters was identified for maximizing the cost function. This set of

parameters define the structural geometry of the mechanism and it relative position

and origination of the four surgical robotic arms with respect to each other in order to

maximize a circular shape common workspace of the four arms. The introduction of

multiple robotic arms into the surgical field facilitates several operational modes are
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available in which each pair of arms can be under full human control or under semi

autonomous mode (supervisory control). This collaboration efforts of at least two

surgeons regain the lost of functionality that is lost with the introduction of surgical

robotic system into the operating room. Furthermore, the present of multiple robotic

arms in the surgical field allows to explore supervisory control of semi autonomous

operation. Although the primary focus of the current study is surgical robotic sys-

tem design, the proposed design methodology can be generalized and applied to a

wide spectrum of robotic arms that are aimed to share a common workspace with

additional kinematic constrains.

Following the system optimization, detailed design, system fabrication, and system

integration the system was initially tested using a collaboration mode. Two surgeons

located at at the University of Washington campus in Seattle tele-operated the system

collaboratively each controlling a pair of Raven arms while completing Fundamental

Laparoscopic skill (FLS) tasks using commercial internet connection. The preliminary

results indicates the feasibility of two surgeons to either interact with each other

while performing collaborative effort assisting each other to complete the same task

or conduct two parallel sub tasks that will eventually merged to complete the over

arching task faster.
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Figure 11.10: Performance criterion Cmax is plotted as a function of various base
orientation (ϕx, ϕy, and ϕz). In (a), (c) and (e), a color map is depicting the value
of Performance criterion Cmax in pairs of two coordinates and the corresponding
projection of the arms in two planes are depicted in (b) x-y plane, (d) x-z plane and
(f) y-z plane of the world coordinate system. The gray bar represents the base of a
Raven IV arm.
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Figure 11.12: Optimal configuration of the Raven IV surgical robot four arms follow-
ing a brute force search (a) Relative position and orientation of the system bases (b)
optimized workspace.
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