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ABSTRACT

Networked haptic cooperation entails direct interactions among the networked

users in addition to joint manipulations of shared virtual objects. For example, ther-

apists may want to feel and guide the motions of their remote patients directly rather

than via an intervening virtual object during tele-rehabilitation sessions. To support

direct user-to-user haptic interaction over a network, this dissertation introduces the

concept of remote dynamic proxies and integrates it into two distributed control archi-

tectures. The remote dynamic proxies are avatars of users at the sites of their distant

peers. They have second order dynamics and their motion is coordinated to the re-

mote user whom they represent either via virtual coupling or via wave-based control.

The remote dynamic proxies render smooth motion of the distant peers regardless

of the infrequent and delayed information received over the network. Therefore, the

integration of remote dynamic proxies into distributed networked haptic cooperation

allows stiffer contacts to be rendered to users and improves position coherency in the

presence of longer constant network delays.

The thesis investigates the advantages and limitations of the remote dynamic

proxies for two distributed haptic architectures. These architectures coordinate the

peer users and their virtual environments via:

1. virtual coupling control. For virtual coupling-based networked haptics with

remote dynamic proxies, stability is analyzed within a multi-rate state space

framework and the analysis is validated through experiments involving both co-

operative manipulations and direct user-to-user interactions. The results show
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that the remote dynamic proxies maintain high coherency between the distrib-

uted virtual environments and enable users to see and feel their peers moving

smoothly. They also increase the stiffness of direct user-to-user contact in the

presence of larger constant network delay. However, the remote dynamic proxies

do not lessen users’ perception of a predominantly viscous virtual environment

in the presence of network delay.

2. wave-based control. To enable users to feel other dynamics in addition to vis-

cosity during networked haptic cooperation, this dissertation further develops

a wave-based distributed coordination approach for the remote dynamic prox-

ies. The performance of the proposed approach is investigated via experiments

involving both cooperative manipulations and direct user-to-user interactions.

The results demonstrate that the remote dynamic proxies mitigate the poor

coherency typical to wave-based coordination architectures and enable users to

touch their peers. Furthermore, the remote dynamic proxies improve users’

perception of inertia in the presence of network delay.
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Chapter 1

Introduction

1.1 Networked Haptic Cooperation

Computer haptics, or haptics, enables human users to interactively touch and ma-

nipulate virtual environments [3]. Generally, the haptics adds perception to tradi-

tional visual and/or audio applications and have wide and promising use in various

areas such as military training [4], industrial design and maintenance [5], remote

surgery [6, 7], creative painting [8] and sculpting [9], etc. To be specific, haptics is

involved in surgery training, teaching of palpatory diagnosis (detection of medical

problems via touch) [10] and so on. For entertainment, haptics adds the perception

and manipulation of virtual objects to video games [11]. In a virtual art exhibition,

haptics enables human users to play virtual musical instruments as well as touch and

feel the haptic attributes of the displays.

In networked haptics, the virtual environment is shared by multiple users distrib-

uted over networks. According to the ways that the users interact with each other as

well as touch and feel the virtual environments, networked haptics can be categorized

into three groups: (1) haptic interaction with static shared virtual environments, (2)

haptic collaboration and (3) haptic cooperation [12].

• Haptic interaction with a static shared virtual environment: users

touch and feel a fixed virtual environment.

In the haptic interaction with static shared virtual environments, users passively

explore the shared virtual environment and experience corresponding visual,

audio and haptic feedback. Users are not enabled to manipulate or modify the

shared virtual environment. The shared virtual environment has fixed geometric
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attributes (such as the shape, texture, etc.), kinematic attributes (position,

velocity, etc.), dynamic attributes (such as mass, damping, etc.) and so on.

Therefore, its implementation is largely simplified. In haptic interaction with

a static shared virtual environment, users usually visit a central database in

client-server fashion to touch and feel the shared virtual environment, which

is managed by a centralized server. At the same time, a user can access the

information of the other users in the same shared virtual environment in two

ways: (a) via contacting a centralized server which keeps the most recent status

of the other users; or (b) via directly contacting the other users for their updated

state.

Static SVEs
with fixed attributes

User 1 User 2

Centralized Server

Most recently updated
status of all the users

(a) Users contact a centralized server for the
update status of the other users.

Static SVEs

with fixed attributes

User 1 User 2

Centralized Server

Information of user 1

Information of user 2

(b) Users contact other users directly for their
updated state.

Figure 1.1: Haptic interaction with a static shared virtual environment (SVEs).

• Haptic collaboration: users take turns at touching and feeling the shared

virtual environment.

In haptic collaboration, users are enabled to manipulate and modify the shared

virtual environment with the restriction of “one user at a time”. Two kinds

of approaches are available to synchronize the networked haptic cooperation,

respectively for: (1) client-server topology; and (2) peer-to-peer topology.

During networked haptic collaboration with users connected in client-server

fashion, while being modified by one of the users, the information of the shared

virtual environment can be locked by a central server which keeps its only

“official” copy. As illustrated in Figure 1.2, User 1 and User 2 are connected
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to a centralized server. When being modified by User 1, the shared virtual

environment is locked by User 1 (i.e. User 2 can only touch and feel the shared

virtual environment passively).

SVEs

User 1 User 2

Locked

channel

SVEs

User 1 User 2

Locked

channel

Figure 1.2: Synchronization of haptic collaboration in a shared virtual environment
(SVE) via client-server synchronization.

For networked haptic collaboration with users connected in peer-to-peer fashion,

the official copy of the shared virtual environment is managed by each user in

turn via a token ring scheme. While one of the users is authorized to modify

the official copy of shared virtual object, other users in the networked haptic

collaboration can only touch and feel it passively (Figure 1.3). Peer-to-Peer

topology demonstrates effective synchronization performance via the token ring

implementation. In the token ring implementation, a token will be circulated

among the interconnected users. The user who gets the token has the right

to modify the shared virtual environment, while the other users without token

could only passively touch and feel the shared virtual environment. However,

due to the complexity of connection and the large load of network traffic, this

synchronization scheme does not scale well as the number of users increases.

User 1 User 2 User 1 User 2

With token With token

Modify and
manage the
official copy
of the SVE

Modify and
manage the
official copy
of the SVE

Touch and
feel the official
SVE passively

Touch and
feel the official
SVE passively

Figure 1.3: Peer-to-peer haptic collaboration in a shared virtual environment (SVE)
with token ring synchronization.
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• Haptic cooperation: users touch and modify the shared virtual environment

simultaneously.

It is only in haptic cooperation that multiple users can simultaneously manipu-

late and modify the same shared virtual object in a shared virtual environment

(Figure 1.4).

SVEs

User 1 User 2

Figure 1.4: Haptic cooperation.

As the restriction of “one user at a time” is removed, task performance in the

shared virtual environment is largely improved. It has been experimentally

demonstrated in [13] that, when the task of haptically passing a virtual object

is performed by two people working together, the error rate for exchanging

objects is diminished without increasing the time to move the object. The

physical realism is also enhanced in haptic cooperation since users are allowed

to feel and push each other directly or indirectly while moving the shared virtual

object. For example, users involved in networked haptic cooperation interact

with each other via a shared virtual cube in [14].

The “Transatlantic Touch” [15] is the first published implementation of net-

worked haptic cooperation over long distance. Since that, networked haptic

cooperation has been implemented in various practical applications. Some ap-

plications have emerged in the industrial area. For instance, designers located

in different cities or even different countries may need to haptically cooperate

on the same project in a shared virtual environment. An example is the CAD

assembly task cooperatively carried out between the University of Manchester

in UK and the University of North California at Chapel Hill in the USA [16].
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The designed system provided effective transatlantic cooperative haptic manip-

ulation of objects whose motion was computed using a physically-based model.

Although the network latencies have been of the order of 120ms, the perfor-

mance achieved over the Internet is comparable to that on a local area network

(LAN). Other applications of networked haptic cooperation are in medicine.

For example, the Jerusalem TeleRehabilitation System [17] is a low-cost and

easy-to-use rehabilitation system which allows the therapist and the patient

cooperatively perform a rehabilitation procedure.

1.2 Challenges in Networked Haptic Cooperation

Networked haptic cooperation faces challenges due to the network attributes. As

the number of users and user groups increases, the synchronization will also be a

problem. This section briefly overviews how the network attributes and the syn-

chronization issues affect the performance of networked haptic cooperation. A more

detailed discussion will be presented in Chapter 2.

1.2.1 Network Challenges

The performance of a network is limited by the following network attributes:

• Network Delay

The network delay, or latency, is the delay experienced by a packet within the

network. In a IP network, the network delay consists four parts: (1) processing

delay, i.e., the time that routers need for processing the packet header; (2)

queuing delay, i.e., the time that the packet remains in routing queues; (3)

transmission delay, i.e., the time for pushing the packet’s bits onto the network

link; and (4) propagation delay, i.e., the time for propagating the signal over the

medium it is being transmitted through. The network delay has various negative

impacts on networked haptic cooperation. By introducing latency between the

human action and the force feedback, it leads to instability. The network delay

may affect the networked haptic cooperation to various extent depending on

the nature of the task. Generally speaking, the negative effects become more

severe as the delay increases.

• Network Delay Jitter
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The network delay jitter is the variation of the network delay. The network

jitter has the largest impact on networked haptic cooperation in the presence

of long network delay. It is notable that the adverse effect of network jitter

is comparable to that of long constant network delay. This is because data

transmission buffer schemes can transform network jitter into constant long

network delay.

• Packet Loss

Packet loss refers to the situation in which one or more packets of data trans-

mitted over networks fail to reach their destination. Packet loss may be due

to unavoidable data loss in transmission or to intentional network traffic re-

duction. For example, many networked haptic cooperation schemes employ the

User Datagram Protocol (UDP) transmission protocol, which emphasizes on

communication efficiency at the expense of transmission reliability. To reduce

the network traffic, other implementations either selectively transmit update

packets [18, 19] or employ a network transmission rate that is lower than the

rate of local haptic rendering [2].

• Network Bandwidth

Network bandwidth refers to the data rate supported by a network connection

or interface and represents the capacity of the network connection. The greater

the capacity of the network connection, the more likely it is that the data

transmission will achieve better performance. Network bandwidth limitations

may aggravate other adverse network effects, such as network delay and jitter,

and packet loss. Especially in the presence of heavy network traffic and large

number of users, network bandwidth may limit the performance of networked

haptic cooperation.

Heavy network traffic may be required by haptic applications that need to ex-

change video and audio data across the network in addition to update messages

that control users’ motion and interaction. In addition, the real-time synchro-

nization that is critical in networked haptic cooperation makes network traffic

load an outstanding problem. Therefore, a heavy network traffic load over lim-

ited network bandwidth may impose stringent constraints on the number of

users that can be included in the networked haptic cooperation and may ag-

gregate adverse network effects such as the network latency, jitter and packet
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loss.

A large number of users involved in networked haptic cooperation may also have

communication needs that exceed the network bandwidth. For instance, many

users interconnected in peer-to-peer fashion require large network bandwidth

because each pair of cooperative participants needs to exchange various infor-

mation. In this case, the network bandwidth will limit the number of users that

can be involved in networked haptic cooperation.

These network attributes may adversely impact (1) the stability and (2) the phys-

ical realism of the networked haptic cooperation:

• Impact of network attributes on the stability of haptic cooperation

Networked haptic cooperation can become unstable because of network delay

and jitter. The work in [20] demonstrated through experiments that the virtual

coupler [21] connecting the copies of the shared virtual objects need to become

more compliant as the network delay increases. The theoretical analysis in [2]

showed that the stability region shrank as the delay increased regardless whether

centralized or distributed control architectures connected the networked users.

Network delay, jitter, and packet loss also lead to network update rates that are

usually much lower than the typical haptic rendering rate of 1 KHz. The low

network update rates lead to a multi-rate force feedback loop which presents

additional stability challenges. These challenges are detailed in Chapter 2.

• Impact of network attributes on the realism of haptic cooperation

Physical realism is important in many networked haptic cooperation applica-

tions, including tele-rehabilitation and tele-training for surgical procedures. Yet

realism may need to be traded off for stability in networked haptic cooperation.

For example, typical haptic applications increase damping to maintain stabil-

ity in the presence of network communication delays. However, the damping

injected through control may overwhelm users’ perception of the virtual envi-

ronment dynamics, in particular of the dynamics of the shared virtual object [2].

When users are represented in the virtual environments of their remote peers

directly from the network updates, their motion will be sampled at varying,

relatively large intervals (tens to hundreds of ms compared to ms) due to the

characteristics of the network traffic. Hence, the motion of remote peers will
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appear discontinuous, jumping from one position to the next, instead of evolving

smoothly in time.

1.2.2 Synchronization Among Users and User Groups

Multi-user computer games and on-line art expositions with haptic feedback are ex-

amples of networked haptic cooperation applications that strive to involve as many

cooperating participants as possible in the virtual environment. This intention brings

about the challenge of haptically synchronizing cooperative users and user groups.

The synchronization comprises the synchronization of the shared virtual objects, as

well as the synchronization of member status. The complexity of the synchronization

increases significantly as the number of users grows larger.

• Synchronization of Shared Virtual Objects

As a real-time network application, networked haptic cooperation requires the

synchronization of the shared virtual objects. In other words, each participant

must perceive the properties of the shared virtual objects in a manner consis-

tent with the other participants. For example, position coherency requires all

the distributed copies of the shared virtual object to be at the same location.

However, due to the interaction controller and/or the imperfect network data

transmission among users, position differences always exist among the distrib-

uted copies of the shared objects (Figure 1.5).

• Synchronization of Member Status

The synchronization of member status aims to maintain the network connection

among all users involved in the networked haptic cooperation, and to inform all

participants about the most recent status of all other users. Via synchronization

of member status, participants are informed when other participants join in and

leave the networked haptic cooperation; the network information such as the IP

addresses of other users are disseminated to participants in order to build up

suitable network connections; participants learn the geometric (shape, texture)

and dynamic (mass, stiffness, damping) attributes, as well as dynamic status

(position, velocity) of the other participants.

• Synchronization of Users and User Groups
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Figure 1.5: Position difference among the distributed copies of the shared virtual
object (SVO). F1 and F2 are the forces applied by Peer 1 and Peer 2 on their respective
copies of the shared virtual object.

Scalability is a major challenge in networked haptic cooperation with large

number of participants. Scalable networked haptic cooperation should be able

to handle a growing amount of network traffic gracefully, as well as be easily

enlarged. When expanding the hierarchical structure of networked haptic coop-

eration, a balanced hierarchical tree of communication is desirable. In an unbal-

anced hierarchical tree, many participants connect to the same synchronization

reference node as clients and the acknowledgements of receiving synchronization

packets may overwhelm the node through acknowledgement implosion.

1.3 Objective of the Thesis

This dissertation aims to provide a framework for distributed networked haptic co-

operation that enables direct user-to-user interaction in addition to cooperative ma-

nipulation of a shared virtual object. The framework will focus on two-users haptic

cooperation in the presence of low network update rate and constant network delay.

Therefore, synchronization will be assumed to have negligible impact on both the

stability and the performance of the interaction. The performance will be evaluated

via: (1) the position coherency among the distributed copies of the shared virtual
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object during cooperative manipulations; (2) the contact stiffness that the users can

perceive; and (3) the range of network delays for which the networked haptic cooper-

ation is stable. Potential applications of the framework proposed in this dissertation

include tele-rehabilitation and multi-user computer games.

To achieve its aims, this thesis will: develop a methodology for distributing peer

users across the network that is based on the new concept of remote dynamic proxies;

integrate the remote dynamic proxies into peer-to-peer haptic control architectures

with virtual coupling control and with wave-based control; derive stability margins

for peer-to-peer networked haptic cooperation via remote dynamic proxies with vir-

tual coupling coordination; and validate through experiments the performance of the

remote dynamic proxies.

1.4 Structure of the Thesis

The thesis is organized as follows:

Chapter 2 reviews existing research on networked haptic cooperation emphasizing

work that focuses on the adverse network effects and on improving performance.

Chapter 3 introduces the concept of remote dynamic proxies and integrates them

into two peer-to-peer networked haptics architectures: (1) the distributed con-

trol architecture with remote dynamic proxies and virtual coupling coordination;

and (2) the distributed control architecture with remote dynamic proxies and

wave-based coordination.

Chapter 4 develops the stability analysis for two-users networked haptic coopera-

tion rendered via RDP-s with virtual coupling coordination. The analysis for-

mulates the state space representation of the multi-rate haptic feedback system

under constant network delays, both for cooperative manipulation of a shared

virtual object and for direct user-to-user interaction.

Chapter 5 compares through experiments the remote dynamic proxies with virtual

coupling and with wave-based coordination to three recent peer-to-peer con-

trollers. It also validates the analysis in Chapter 4.

Chapter 6 summarizes the conclusions of this dissertation and discusses directions

for future work.
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Appendix A details the derivations required for the stability analysis in Chapter 4,

both for distributed cooperative manipulation and for direct user-to-user inter-

action. It also presents the procedure for setting up the experiments presented

in Chapter 5.



12

Chapter 2

Literature Review

This chapter reviews the research history of networked haptic cooperation. After

addressing the influence of the adverse network effects (i.e. the limited bandwidth, the

network delay, jitter and packet loss), the chapter presents the state of art to achieve

the ideal networked haptic cooperation from three perspectives: (1) the network-based

approaches to improve the performance of networked haptic cooperation, (2) design of

control architectures with various controllers, and (3) representation of human users

with proxies of higher order dynamics.

2.1 The Influence of the Adverse Network Effect

The performance of a network is limited by adverse network effects such as: (1)

network delay, (2) network delay jitter, (3) packet loss, (4) limited network bandwidth.

This section will address to detail the influence of the above adverse network effects

on networked haptic cooperation according to the existing researches.

2.1.1 Network Delay

The network delay, namely the network latency, has various negative impacts on

the networked haptic cooperation. The network delay not only causes the response

latency between human operation and the force feedback, but also leads to instability

perceived by human users as rebound and/or vibration of the haptic devices.

In [22] experimental study on the effects of constant network delay in coopera-

tive shared haptic virtual environment (CSHVE), task performance in CSHVEs have

been evaluated from three perspectives: (1) force perception, (2) consistency of the
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haptic-visual feedback, and (3) the system stability of networked haptic coopera-

tion. In this experimental study, human users are connected to the shared virtual

environments in Client-Server way. In objective assessment, although the increasing

network delay does not affect the force feedback significantly, the task performance

measured via Task Completion Time (TCT) decreased. Especially when the delay

goes to 1800ms, the performance decreased by 50%. In the subjective assessment, the

task performance is evaluated via contact stiffness, as well as the physical-intuition,

i.e. how realistic and comfortable the experienced perceptions are and whether these

perceptions are comparable to those in real-life situation. It is described by human

users that there existed ”discontinuity” in the force perception for large delay. For

each user, the other users in the same shared virtual environment move slower as the

delay increases. In [23] the adverse effect of constant network delay is examined quan-

titatively. In the haptically cooperative task, human users first reached forward to

touch each other, then moved to a target without losing contact. The network delay

between 0 ms to 400 ms is graded into 10 levels. It is experimentally demonstrated

that as the delay increases, in the cooperation exists more movement errors of aiming

(i.e. users can not properly aim each other), penetration (i.e. users penetrate into

each other while contacting) and separation (i.e. users can not persist the contact

while moving to the targets). The error rates increases rapidly as delay rises from 0

ms to 100 ms, but slowly when delay is over 100 ms.

In conclusion, the adverse effects of network delay affect the networked haptic

cooperation to different extent according to the nature of the task, yet generally

speaking, their negative effects become severe as the delay increases. [22].

2.1.2 Network Delay Jitter

The network delay jitter is the variation of network delay. The network jitter has the

greatest adverse effect on networked haptic cooperations when combined with long

network delay. In [24, 25] cooperative tasks are conducted in the presence 10 ms

network delay and 200 ms delay with and without jitter. It is demonstrated that the

task completion time significantly correlated to both the network delay and the delay

jitter.

While increasing the task completion time, the network delay jitter also affects

human users’ perception of the shared virtual objects. It is described in [26] that due

to the fact that it is after the transmission delay (single-trip-time for Peer-to-Peer
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connection and round-trip-time for Client-Sever connection) that the shared virtual

object can respond to human users’ manipulations, as the delay varies, participants in

networked haptic cooperation will try to push the shared virtual objects with larger or

smaller force, which is equivalent to the mass variation of the shared virtual objects.

It is notable that the adverse effect of network delay jitter is comparable to that of

constant long network delay. With buffer schemes in data transmission, network jitter

may transformed to constant long network delay. [27] suggested that 10 ms delay with

jitter resulted adverse effect equivalent to 200 constant network delay without jitter.

Although experimentally generated in networked haptic collaboration, this result may

also be referred to by researches on networked haptic cooperations.

2.1.3 Packet Loss

The packet loss may come from either the unavoidable data loss in transmission or the

intentionally network traffic reduction. For example, many networked haptic coopera-

tions employ UDP as transmission protocol, which emphasizes on the communication

efficiency at the expense of transmission reliability [28, 29, 15, 30, 31]. To reduce the

network traffic loads, other implementations of networked haptic cooperation either

selectively transmit update packets [18, 19] or employ a lower network transmission

rate than the rate of local haptic rendering [2]. In [2] The intentionally decreased

network update rate results in a control system with multiple sampling rates and

further affects the control stability of the networked haptic cooperation.

2.1.4 Limited Network Bandwidth

One challenge in networked haptic cooperation is the heavy traffic load over limited

network bandwidth. The limitation of bandwidth becomes severer especially when

including large number of users and user groups in a networked haptic cooperation.

The heavy network traffic may impose stringent constraints on the system layout and

the aggregate other adverse network effects such as the network latency, jitter and

packet loss [12].

[32] categorized data existing in networked haptic collaboration into five columns.

They are:

• real-time audio and video data;

• data describing objects/scences in shared virtual environments;
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• data representing traditional 2D collaborative data such as whiteboards;

• data used by the system to perform tasks such as consistency control, manage-

ment, etc. (i.e. data for control);

• data for updates.

[32] explained that based on the received control data and update data, user can

simulate at his/her own side the real-time audio and video, as well as the background

of shared virtual environments which is seldom changed during the networked haptic

collaboration. Therefore, messages containing the control data and update data are

most frequently transmitted and consequently become the main focus of synchroniza-

tion.

During the period that participants exist in a networked haptic cooperation en-

vironment, they exchange status information with the networked haptic cooperation

system that they are involved in. Specifically, the participants need to receive occa-

sional and/or periodic information related to:

• permission to join the cooperative task;

• synchronization with the shared virtual environment, including the background

and audio and video information;

• current static and dynamic status of the shared virtual environment;

• current static and dynamic status of other participants in the cooperative task;

• current static and dynamic status of other participants passing by (optional);

• other participants joining in and leaving the cooperative task;

• other participants joining in and leaving the shared virtual environment (op-

tional);

• current network traffic load (optional).

At the same time, they are required to send own information related to:

• the intention of joining in and leaving the shared virtual environment;

• the intention of joining in and leaving the cooperative task;
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• their static and dynamic status.

As described in [32], messages transmitted in networked haptic collaborations

have different requirements of reliability. So it is with networked haptic cooperation.

For example, messages containing the control data insist reliable transmission since

without reliably receiving control messages such as IP address of new members, the

connections among participants will not be built up and expanded correctly. In

comparison, messages for updating the positions and velocities emphasize on the

transmission efficiency instead of reliability in order to render smooth motion for the

representations of remote users. Limited by the network bandwidth, networked haptic

cooperation aim at a tradeoff the reliability and efficiency of data transmission.

2.2 State of the Art

According to the challenges described in the Chapter 1, existing researches focus on

improving the performance of networked haptic cooperation from three perspectives.

(1) From the perspective of network, research to date has mitigated the adverse net-

work effects such as network delay, jitter, packet loss and has synchronized large

number of users & user groups via the implementing advanced protocols. Especially,

various buffer schemes and prediction & interpolation are implemented to smooth the

network delay jitter and make up for the packet loss. (2) From the perspective of

control stability, centralized and distributed control architectures with various con-

trollers are designed to improve the performance of networked haptic cooperation. (3)

From the perspective of physically-intuitive virtual reality, proxies of different orders

of dynamics (i.e. proxies with zero order, first order or second order dynamics ) are

implemented to represent the users’ motion in the shared virtual environments. Fur-

thermore, controllers are designed to help the shared virtual objects with maintaining

their dynamic properties.

2.2.1 Network-based Approaches to Improve the Performance

of Networked Haptic Cooperation

Protocols for Networked Haptic Cooperation

Traditionally, networked haptic cooperation employ TCP (Transmission Control Pro-

tocol) and/or UDP (User Datagram Protocol) as communication protocol over net-
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work. These two commonly used network protocol have different emphasis on trans-

mission performance. The TCP is a reliable transmission protocols so that it persists

sending a packet until acknowledgement of this packet is received from the destina-

tion side. Therefore, the transmission reliability is ensured at the expense of relatively

lower transmission efficiency. On the contrary, the UDP only transmits the packets

with best effort without any requirement for acknowledgement. In most situation,

users in the networked haptic cooperation prefer frequent updates from the remote

side rather than reliable transmission of any specific update. Therefore, the UDP is

much more commonly implemented in networked haptic cooperation.

As previously described, updates of networked haptic cooperation have various

transmission requirements, which could not be satisfied by protocols that solitarily

emphasizes on either the transmission reliability or efficiency. [33] solve this problem

by opening multiple communication channels for updates with different transmission

requirement. In their implementation, three transmission channels are built up be-

tween each of the two client users and the server that manages the official copy of

the shared virtual environment. Users’ positions relevant to the collision detections

with the shared virtual object are reliably transmitted with TCP while UDP is used

to transmit positions of users when they are idling around. The position of the

shared virtual object can be transmitted either by TCP or UDP. Their experiments

demonstrated that combination of TCP and UDP can achieve higher performance of

cooperation than only using either the TCP or the UDP.

Instead of the combination of multiple protocols, some other researches have

solved this problem by employing a single protocol with adaptive transmission re-

liability and efficiency, or even suggested designing network protocol particularly for

networked haptic cooperation [34]. Recently, the SCTP (Synchronous Collaborative

Transmission Protocol) and the S-SCTP (Smoothed SCTP) have been implemented

in networked haptic cooperations, both of which distinguishes the key updates from

regular updates and set different transmission reliability for them respectively.

Synchronization Among Users and User Groups

Applications of networked haptic cooperations such as computer games and haptic

art exposition intend to simultaneously involve as many participants as possible. This

intention leads to challenge of synchronizing among haptically cooperative users and

user groups. This synchronization consists (1) the synchronization of the shared
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virtual objects, as well as (2) the synchronization of member status. Complexity of

the synchronization becomes increasingly significant as the user number grows larger.

• Two Approaches for the Synchronization of Shared Virtual Objects

Synchronization of the shared virtual objects can be achieved either via (1)

controllers connecting copies of the shared virtual objects [14, 2, 35] or via (2)

update packet for synchronization [19, 28, 31, 36]. For the synchronization with

controller, the potential challenges are maintaining the control stability as well

as minimizing the position difference among the distributed copies of the shared

virtual objects. For example in [14], the virtual couplers are used to generate

the inter-connection control forces which maintain the position coherency of

the distributed copies of the shared virtual objects. The control stability for

long network delay is ensured at the expense of less stiff virtual couplers which

leads to worse position consistency of the distributed copies of the shared virtual

objects. [2] demonstrated that for the distributed multi-rate control architecture

with delay steps of n = 1, n = 2 and n = 3, the remote contact stiffness

is inversely proportional to the stiffness of coordinating virtual coupler in the

presence of a fixed local contact stiffness. According to this theoretical analysis,

the rendered contact stiffness also bounds the stiffness of the virtual couplers

connecting the copies of the shared virtual objects, which affects further on the

position coherency of the shared virtual objects.

When synchronizing the shared virtual objects with inter-connecting controllers,

the generated control forces are reciprocal that copies of the shared virtual

objects are synchronized with reference to each other. However, synchronization

with update packets entails choosing the synchronization reference node

and expending the synchronization architecture based on leveled authorization

of synchronization. For instance, for a networked haptic cooperation with two

users, two nodes exist in the networked haptic cooperation and one of them can

be chosen as the synchronization reference node, which maintains an official copy

of the shared virtual objects. If using an extra centralized server to maintain

the official copy of shared virtual objects, there will be three nodes included

in this networked haptic cooperation. The node of the extra centralized server

will be selected as the synchronization reference node with both the two users

connecting to it in Client-Server way. In both the above two situations, the

synchronization reference node has higher level of synchronization authorization
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comparing to the other node(s).

As the networked haptic cooperation involving larger number of users, more

cooperative participants and/or centralized servers can be selected as the syn-

chronization reference nodes for the sake of scalability. Consequently, the syn-

chronization authorizations of these cooperative users/centralized servers have

to be graded to multiple levels, ensuring that only one official copy exists in

the networked haptic cooperation. As the nodes with different level of synchro-

nization authorization inter-connect and expand, users and user groups form an

hierarchical structure in the networked haptic cooperation.

It is notable that some special cases of networked haptic cooperation require

synchronization of temporal coordinate system. In [16], this temporal coordi-

nate system is defined as virtual time, which is the abstraction of real time

and implemented via a system of logical clock. This synchronization ensures

the consistent state across all participants connected via high latency network,

preparing for implementation of interpolation and/or prediction to smooth the

rendering of shared virtual environments as well as the motions of remote par-

ticipants.

• Acknowledgement Strategy

Basically, two acknowledge mechanisms are available to ensure update trans-

mission reliability. The positive acknowledgement based (ACK-based)approach

is sender-initiated while the negative acknowledgement based (NACK-based)

approach is a receiver-initiated one. Efficient acknowledgement suppression

mechanism is necessary for both of them to reduce network traffic load and

avoid acknowledgement implosion.

For the ACK-based approach, updates with strong reliability requirement must

be acknowledged immediately. The sender can realize a packet loss either by

timeout scheme or duplicated acknowledges for previous update messages. The

expense for this prompt response is the sender’s danger of acknowledgement

implosion. As the user number grows, the adverse effect of acknowledgement

implosion becomes severe.

Proposed suppression scheme for those ACK-based approach is to build up a

temporary hierarchical tree in synchronization topology. The sender periodi-

cally picks some representatives from a group of receivers. The acknowledge-
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ment from a representative is considered as a symbol of successful transmission

for the whole group area. If an acknowledgement from the representative is re-

ceived, the sender will consider the whole group gets the new update message.

Otherwise, the update message is resent and another representative for this lo-

cal group will be selected. All users except the previous representative in this

group will send out acknowledgement based on a acknowledgement suppression

algorithm. The sender will then choose a new representative to take the place

of the old one. With this approach it is still possible for some users to be kicked

out. However, the acknowledgement implosion is suppressed in large area.

The NACK-based approach works on the assumption that any practical network

will deliver successfully many more packets than it drops. Thus, the congestion

caused by acknowledge packets are largely reduced. This NACK-based approach

is preferred by many multi-cast protocols. Negative acknowledgement can only

be sent out when the receiver realizes some packet loss. Acknowledgement

implosion is avoid at the expense of lossen the sender’s control over the receivers.

NACK-based approach demonstrates low performance when the network jitter is

available. Update packets are not received at fixed interval, which may confuse

the receiver. Available solution is to have the receivers send the ”heart beat”

message to the sender periodically. These messages keep the sender informed

with the receiver’s state and response accordingly.

Generally speaking, the NACK-based approaches have the wider popularity

than the ACK-based approaches for their consuming less bandwidth. Some-

times, Automatic Repeat Request (ARQ) and Forward Error Correction (FEC)

are combined to the NACK-based approaches to achieve higher performances.

The ARQ mechanism can only response to packet loss when it receives a new

update message with a larger time stamp or sequence number. If the new up-

date is sent very late, it is possible for the delayed user to be kicked out of

the collaboration for a while. Even worse, if the new updates never comes, the

collaboration will be a total failure. Some paper proposed to integrate the FEC

technique with the NACK approaches. It puts many adjacent packets in a block

and tails the repair packets for the whole block at the end. However, networked

haptic communication pays attention to key update at interval rather than the

integrity of adjacent packets. Therefore, the use of FEC is almost a waste.
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Buffer Schemes

As described previously, the jitter of network delay introduces worse effect than con-

tant network delay. Therefore, it is preferred to smooth this jitter even at the expense

of introducing additional delay of the update packets. To smooth the jitter of network

delay, buffers with fixed or adaptive size have been either embedded in transmission

protocol or additionally implemented at the receiving sides of updates. The imple-

mentations of buffer schemes may further rearrange the receive the update packets

according to their time stamps and make up for the lost packet with proper interpo-

lation, which smoothes the update flow and improves the system control stability.

Available networked haptic cooperation with fixed buffer scheme lies in [30], which

employs the S-SCTP as transmission protocol. Fixed buffer embedded in the S-SCTP

results in less time to successfully complete the networked haptic cooperation in the

presence of network delay and jitter, comparing to that of using transmission protocols

of UDP and SCTP. Furthermore, [36] implemented adaptive buffer for haptic media

synchronization and the adaptable buffer size is determined by the expected network

delay, which is calculated via a single-input adaptive transversal filter structure of

adaptive signal processing. This implementation of adaptive buffer demonstrated

higher performance in preventing overall packet loss comparing to the fixed buffer

scheme, especially for longer network delay and severe jitter. Another implementation

of adaptive buffer in [37] proposed a priority-based buffer scheme with low processing

delay. The buffer time adaptively varies for updates of different importance. This

method effectively reduced the additional delay that the buffer schemes introduced

when smoothing the received updates.

Network Decorators

[23] thoroughly examined the human user’s behavior in the presence of different

network delay. It is experimentally demonstrated that users adaptively adjust their

manipulation in an ”impact-perceive-adapt” way to achieve successful networked hap-

tic cooperation based on their feeling of network condition. Users become aware of

delay at 50 ms, before which people don’t perceive any difficulties caused by network

delay. As network delay increases, people intentionally slow their movement to avoid

unsuccessful manipulation. However, although users are aware of delay affecting their

performance, it is less than 100 ms they fail to slow their movements enough to stop

an increase in errors. Consequently, there are three delay thresholds at which users
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intentionally change their manipulation.

• Impact threshold of 25 ms, at which errors of manipulations increase signifi-

cantly and users become aware of delay.

• Perception threshold of 50 ms, at which users clearly perceive network delay and

start to adjust their manipulation. However, as the movements of the remote

user still appears smooth, the delay is not disruptive enough to slow users’

movement sufficiently to halt the rise in error rate.

• Adaptation threshold of 100 ms, at which network delay is significant to cause a

breakdown in the force perception so that the remote user’s movement appears

jerky and disjointed. From this point onwards, users slow down their movement

proportionally to delay to stop the increasingly more error manipulations.

Successful networked haptic cooperation can be achieved by offering users the in-

formation of network condition, which results in S. Shirmohammadi’s serial researches

on decorators. The decorators initially proposed in [38] are graphical queues used to

virtually inform the user in networked haptic cooperation about the current network

condition, e.g. the network delay and jitter. Based on the evaluation of network

condition, the decorator varies its color to indicate the network is ”ok”, ”so-so” and

”not ok”. [39] further enriched the color scheme for the decorator and [40] categorized

the decorators into 3 groups: (1)jitter decorator to reveal the delay variation, (2) di-

rection decorator to indicate the direction of movement and (3) trajectory decorator

to predict the future state of a shared virtual object according to previous movement,

which visualizes more complicated network condition.

Instead of solitary implementation of decorator, [41] adds to networked haptic co-

operation with decorators a prediction algorithm that predicts the current behavior

of the shared virtual object based on interpolations from a history buffer. This pre-

diction algorithm works similar to dead reckoning, using a short-interval prediction to

improve the cooperation performance. [28] conducted comprehensive implementation

consisting the network transmission protocols of SCTP and UDP, decorators and pre-

diction algorithms. The performance of networked haptic cooperation is examined in

the presence of complicated network condition. It was experimentally demonstrated

that to achieve higher performance of networked haptic cooperation, decorator, pre-

diction and effective network transmission protocols are supposed to be combined

together.
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Prediction and Interpolation

Predictions in networked haptic cooperation reduce the network traffic load as well as

smooth the updates by making up for the delayed and/or lost packets. The prediction

algorithm can be either a simple interpolation based on history update record [41] or a

advanced prediction algorithm such as dead-reckoning. The dead-reckoning algorithm

selectively transmits updates according to the evaluation of the difference between the

realistic update generated at local user side and the predicted one at remote user side.

When this difference goes beyond a setup threshold, the generated update will be sent

out. Although [42] indicated that the dead-reckoning algorithm does not performed

well in highly synchronous closely-coupled task, [40] suggests that re-examination of

this prediction algorithm leads to positive results [43], [44].

[37] implemented a dead reckoning algorithms based compensation scheme to

make up for the delayed or lost updates. At the receiver’s side, a predictor checks

whether there is a haptic event in the buffer for the current time. If it returns false, the

application uses the predicted haptic event to update the position and rotation of the

virtual object. The prediction algorithm is the third order predictive algorithm and it

shows high performance before the delay increases to about 80 ms. Furthermore, [25]

conducts similar experiment to evaluate the adverse effect of network jitter when dead

reckoning involved. It is suggested that without the dead reckoning, the average delay

affects more than jitter in the networked haptic cooperation. However, as soon as the

dead reckoning joins in, the adverse effect of jitter overwhelms that of delay.

2.2.2 Control Architectures with Various Controllers

Control architecture is the blueprint of the implementation of networked haptic co-

operations. It embeds the haptic devices, the representations of users in the shared

virtual environment, the shared virtual objects and the communication channels. It

also defines their relationship in control and topology over network.

Previous research on designs of control architectures of networked haptic coop-

eration can be categorized into two groups: (1) the centralized (i.e. Client-Sever)

control architectures [2, 20] and (2) the distributed (i.e. Peer-to-Peer) control archi-

tectures [45, 46, 15, 16, 20, 1]. Generally speaking, the centralized control architec-

tures have the advantage of simplicity for synchronizing among users and expanding

topology, while the distributed control architectures outperform in the inherent con-

trol stability. The centralized control architectures usually manage on the centralized
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server the shared virtual environments as well as the official status of each client user,

which avoids the synchronization of multiple copies of the shared virtual environ-

ments. Users newly joining in a networked haptic cooperation directly connect to the

centralized server instead of building connection to each other user respectively, which

simplifies the topology among users and reduces the network traffic load. However,

the centralized control architectures have worse inherent control stability than the

distributed control architectures, which is due to the longer delay of updates from

the remote sides. In the centralized control architectures, updates from remote sides

are delayed for round-trip-time, which is double of the delay in the distributed control

architectures. Larger inherent delay for updates may result in worse inherent control

stability and cooperative performance.

Most of the previous designs of control architectures focus on the cooperative

manipulation of the shared virtual objects. However, participants in networked haptic

cooperations also intend to directly interact with each other in addition to jointly

manipulating the shared virtual objects. In addition to connecting the local copies of

the shared virtual object through virtual coupling, the distributed control architecture

in [2] provided the position and velocity of a user at its peer site. Although not

developed for this purpose specifically, that architecture can render direct peer-to-

peer interaction in addition to cooperative manipulation.

For haptic interaction with given haptic device and sampling rate, there is limi-

tation of stiffness K and damping B that the shared virtual environment can render.

Although high stiffness of the virtual spring is preferred, in practical implementation,

a stiffness K as high as 2000-8000 N/m is sufficient to render a feeling of rigidity.

The damping B of the rigid virtual wall exists to prevent prevent noticeable oscil-

lation when users contact the wall, yet high damping B results in a high frequency

oscillation.

To improve the contact stiffness of haptic interaction without losing control sta-

bility, various controllers are integrated in to control architectures. Additional con-

trollers can be implemented between distributed copies of the shared virtual objects

to combat the network adverse effects.

Virtual Coupling Controller

The concept of the virtual coupling controller, or virtual coupler, was presented for

the first time in [47] to achieve passivity in the haptic interaction at the expense of
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Figure 2.1: Human user contacts the virtual environment via the virtual tool, which
is controlled by the haptic device it represents via the virtual coupler.

limiting the impedance the haptic devices can exhibit. Instead of directly contacting

the virtual environment, human user contacts the virtual environment via the virtual

tool, which is controlled by the haptic device via virtual coupler. Therefore, the

stiffness that human users can feel depends on the stiffness KVC and damping BVC

of the virtual coupling controller, instead of the real stiffness K and damping B

of the virtual environment (Figure 2.1). Introducing a virtual coupling into haptic

interaction separated the dynamics of virtual environment from dynamics of haptic

devices, which allows independent design of each of them.

Various control architectures with virtual coupling coordination has been devel-

oped for networked haptic cooperation. In these designs virtual couplers render the

contact in cooperation as well as coordinate the distributed copies of the shared

virtual objects. [14] introduced three virtual coupling schemes for two haptically co-

operative users either in Peer-to-Peer connection or in Client-Sever connection. These

three schemes are experimentally compared by their performance in maintaining po-

sition coherency. [2] designed the distributed control architecture and the centralized

control architecture, as well as theoretically derived their control stability in the pres-

ence of constant network delay and multiple sampling rate. In [1], the virtual couplers

are combined with passivity control and wave-based control to improve the control

stability in the presence of network delay.
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Passivity Observer and Controller

A passivity observer and controller (POC) [48] ensures the system passivity in real

time by adjusting power flow according to the observed energy calculated by passivity

observer(PO). For a one-port system with zero initial energy storage and sampling

period T , the energy observer can be implemented according to Equation 2.1

Eobsv(n) = T

n∑

k=0

f(k)v(k) (2.1)

Similarly, for an M-port network with zero initial energy storage and sampling

period T the observed energy follows Equation 2.2

Eobsv(n) = T

n∑

k=0

(f1(k)v1(k) + · · ·+ fM(k)vM(k)) (2.2)

in which fi(k) and vi(k) are the admissible force and velocity to the port i of the

M-port network.

For both the above two energy observers, if Eobsv(n) ≥ 0 for every time step n, the

system dissipates energy. If there is any instance that Eobsv < 0, the system generates
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energy and the amount of generated energy is −Eobsv(n).
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Figure 2.3: A network of inter-connected elements with one open port.

For a system including multiple interconnected elements, energy observers can

be implemented to either monitor any of the element or a group of elements, even

the system as a whole. Given a network of inter-connected elements with one open

port as Figure 2.3, energy observer is implemented at each element. Assuming the

initial energy of each elements is zero, the observed energy at each element will follow

Equation 2.3 to Equation 2.6

EN1(n) = T

n∑

k=0

[f1(k)v1(k) + f2(k)v2(k)− fM(k)vM(k)] (2.3)

EN2(n) = T

n∑

k=0

−f2(k)v2(k) (2.4)

EN3(n) = T

n∑

k=0

[f3(k)v3(k)− f4(k)v4(k)] (2.5)

ENM(n) = T

n∑

k=0

fM(k)vM(k) (2.6)

The total energy of these inter-connected elements is: (Equation 2.7)

Eobsv(n) = EN2(n) + EN2(n) + · · ·+ ENM(n) (2.7)

Which determines the passivity of the entire network of inter-connected elements.

It is notable that the total observed energy is equivalent to the observed energy at
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the open port (Equation 2.8)

Eobsv(n) = T

n∑

k=0

f1(k)v1(k) (2.8)

According to the observed energy, passivity controller compensates the negative

energy to dissipate an otherwise active system. The the passivity controller may be

arranged either in series connection or in parallel connection. Given a observed and

controlled element with admissible force f2 and velocity v2, as well as the passivity

controller with admissible force f1 and velocity v1. For passivity controller in series

+
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Figure 2.4: Series (left) and parallel (right) configuration of passivity controllers for
one-port networks.

connection (Figure 2.4), at time step n

f1(n) = f2(n) + α(n− 1)v2(n) (2.9)

The α is the adjustable damping element, which is computed in real-time as:

α(n) =




−Eobsv(n)/T (v2(n))2 if Eobsv(n) < 0

0 otherwise
(2.10)

In Equation 2.10, the Eobsv(n) is the observed energy at the n step, which is

computed as: (Equation 2.11)

Eobsv(n) = Eobsv(n− 1) + [f2(n)v2(n) + α(n− 1)(v2(n− 1))2T (2.11)

Note that Fad = α(n−1)v2(n−1) is the additional force for energy compensation.

It is notable that T can be canceled from Equation 2.10 and 2.11, which simplifies

the computation. Therefore, the passivity observer can be also expressed as
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W (n) =
n∑

k=0

f2(k)v2(k) +
n−1∑

k=0

α(k)(v2(k))2 (2.12)

Where

W (n) =
1

T
Eobsv(n) (2.13)

Consequently, the observed and controlled element achieves system passivity if for

arbitrary step n

n∑

k=0

f1(k)v1(k) =
n∑

k=0

f2(k)v2(k) +
n∑

k=0

α(k)(v2(k))2 (2.14)

=
n∑

k=0

f2(k)v2(k) +
n−1∑

k=0

α(k)(v2(k))2 + α(n)(v2(n))2

= W (n) + α(n)(v2(n))2 ≥ 0

The passivity controller in series connection has two potential problems. First

of all, the force required for energy dissipation may exceed the largest force that

the actuator can generate, which becomes more obvious for smaller v2. To avoid

this situation, some implementations of passivity controllers set time-varying energy

reference instead of a fixed threshold for energy compensation. Therefore, the negative

energy will be compensated during multiple time steps rather than in one time step.

Another potential problem comes from the notorious difficulty of rendering ve-

locity signal without noise. In passivity controller in series connection, the noise of

velocity will be easily magnified by the adjustable damping parameter α. In this case,

a upper boundary of α is necessary and the excess energy will be dissipated during

the following one or several steps.

For passivity controller in parallel connection,

v2(n) = v1(n)− f1

α(n− 1)
(2.15)

1

α(n)
=




−Eobsv(n)/[T · f2(n)] if Eobsv(n) < 0

0 otherwise
(2.16)
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where

Eobsv(n) = Eobsv(n− 1) + [f2(n)v2(n) +
1

α(n− 1)
(f2(n− 1))2]T (2.17)

Similarly, the above computation can be simplified as:

W (n) =
n∑

k=0

f2(k)v2(k) +
n−1∑

k=0

1

α(k)
(f2(k))2 (2.18)

Where

W (n) =
1

T
Eobsv(n) (2.19)

For system is passive if for arbitrary step n

n∑

k=0

f1(k)v1(k) =
n∑

k=0

f2(k)v2(k) +
n∑

k=0

1

α(k)
(f2(k))2 (2.20)

=
n∑

k=0

f2(k)v2(k) +
n−1∑

k=0

1

α(k)
(f2(k))2 +

1

α(n)
(f2(n))2

= W (n) +
1

α(n)
(v2(n))2 ≥ 0

It is notable that some implementations of passivity controllers can adjust the

observed energy flow according to a varying energy reference. This approach can

eliminate the potential transient unstable behavior due to dissipating excess energy

at one time step [49]. The reference energy behavior is designed according to the

dynamic model information of the system. For the virtual environments with (ap-

proximatively) linear dynamic behavior, it is possible to design a passive reference

energy behavior by calculating the stored energy S(t) and the dissipated energy D(t)

of the system. For a continuous and energy lossless one-port network system, the net

energy input to the system E(t) is supposed to equal to sum of the stored energy and

dissipated energy as Equation 2.21

Et(n) =

∫ t

0

f(τ)ẋ(τ)dτ = S(t) + D(t) (2.21)

in which S(t) + D(t) could be the reference energy behavior.

With the reference energy behavior, a passivity controller in serial connection as

Figure 2.5 could be implemented in a one-port network via algorithm as the following

steps:
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• the input is

x2(k) = x1(k) (2.22)

from which

∆x(k) = x1(k)− x1(k − 1) (2.23)

• the accurate energy at the step k is

Eobsv(k) =

∫ k

j=0

f1(j − 1)∆x(j) (2.24)

• with S(k) and D(k) as the amount of stored energy and the dissipated energy

of the virtual environment at step k, the control force of the passivity controller

followed the reference energy which is calculated as:

fPC =




−[Eobsv(k)− S(k)−D(k)]/∆x(k) if W (k) < 0

0 else
(2.25)

Where

W (k) = Eobsv(k)− S(k)−D(k) (2.26)

• with the output of the one port systemf2(k), the controlled output f1(k)

f1(k) = FPC(k) + f2k (2.27)

For the virtual environments without the dynamic model information of the sys-

tem, maintaining the system passivity requires a hypothetical reference energy behav-
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ior of the virtual environment, which simulate the continuous time energy behavior

of the virtual environment. For example, the numerical integration of the power flow

in to the virtual environment (the product of displacement and the resulting force

output) can be used as reference energy behavior (Equation 2.28).

Eref (tk) =

∫ k

j=0

f(x(tj), x(tj − 1), · · · , x(t0))(x(tj)− x(tj − 1)) (2.28)

Where the f(x(tj), x(tj − 1), · · · , x(t0)) is the computed force output of virtual

environment for the input position displacement (x(tj)− x(tj − 1)).

[49] is experimentally demonstrated that the passivity observer and controller

with energy reference renders smoother control output and removes the sudden im-

pulsive control force which may destabilize a system. As the design energy reference

is based on the dynamic behavior of the system, negative reference energy is allowed

that it is possible to display an intentionally active behavior of the virtual environ-

ment, such as a virtual object is taken down from a virtual shelf.

Wave-based Controller

The wave-based control is originally designed to implement a passive communication

channel for teleoperation [50]. In the wave based control, the standard power vari-

ables (i.e. the forces F and velocities ẋ) are encoded into wave variables (i.e. the

forward wave variable u and the backward wave variable v) before being transmitted

across the communication channel and decoded via the opposite algorithm after the

transmission. The transformation between the standard power variables and the wave

variables leads to the redefinition of the power flow P according to Equation 2.29.

P = ẋT F =
1

2
uT u− 1

2
vT v (2.29)

Note that the standard power variables can be any other effort and flow pair instead

of the force and velocity.

The wave variables is computed from the standard power variables as the trans-

formation of Equation 2.30. This transformation is unique and invertible.

u =
bẋ + F√

2b
v =

bẋ− F√
2b

(2.30)

Where the wave impedance b is the scaling coefficient relating the standard power
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variables and the wave variables.

Actually, the wave transformation could determine any combination of the power

and wave variables. Any two of the four variables can be selected as input or output

(Figure 2.6).
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Figure 2.6: Wave transformation between standard power and wave variables.

The wave-based communication channel in continuous time maintains passivity in

the presence of arbitrary communication delay [50]. Furthermore, [51] demonstrated

that an equivalence can be obtained between the continuous time and discrete time

energy flows and therefore proved that with the equivalence the discrete communica-

tion channel is lossless since the constant delay is passive for time-varying delay and

packet loss. With the ensured passivity of the communication channel, the system

stability of the networked haptic cooperation can be largely improved.

As the coordination between copies of the shared virtual objects, wave-based con-

troller helps to render more accurate dynamic properties of the shared virtual objects

in addition to maintain passivity of the communication channel in networked haptic

cooperation, which outperforms the virtual coupler. Consider a shared virtual object

with virtual coupling coordination among its distributed copies. As the network delay

increases, it takes longer for the remote copy of the shared virtual object to response

the manipulation to the local copy of the shared virtual object. This latency in re-

sponse makes the users feel that the shared virtual object is increasingly difficult to

move, which leads to the feeling that the shared virtual object is increasingly heavier.

As in [35], networked haptic cooperation with wave-based communication channel

demonstrated higher performance in maintaining force perception of the same coop-

erative manipulation to the same shared virtual object in the presence of different

network delay.
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Figure 2.7: Teleoperation with traditional wave-based communication channel.

Although wave-based communication channel perform highly in maintaining con-

trol stability in the presence of adverse network effects, two disadvantages prevent it

prevailing as the coordination among distributed copies of the shared virtual object.

As in [1], wave-based coordination demonstrated much worse position coherency com-

paring to the virtual coupling coordination. Although the wave-based coordination

may improve its performance in minimizing position difference by increasing the wave

impedance b, an larger wave impedance b will result in large damping effect that users

feel their manipulations become viscous in a supposed free space [50].

Another disadvantage of the wave-based coordination is that it inherently distin-

guishes the master from the slave among the users it coordinates. Traditionally, users

in teleoperation have inequivalent statuses in control that the user as slave has to

follow to the user as master. This inequality of status embedded in control through

distinguishing forward moving (from master to slave) and returning (from slave to

master) waves. The two sides maintain distinct roles even when they communicate

using the symmetric configuration [50]. However in a networked haptic cooperation

with an exactly Peet-to-Peer connection, users are expected to have equal status in

control. The distributed copies of the same shared virtual object expect being coordi-

nated with equivalently reciprocal forces, instead of being commanded by any of the

copy. Therefore, networked haptic cooperation also look forwards to an wave-based

communication with which users can achieve Peer-to-Peer status in control.
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2.2.3 Representing Human Users with Proxies of Higher Or-

der of Dynamics

In currently existing networked haptic cooperation, human users are commonly rep-

resented with zero order dynamics in the virtual environments of its remote peers’

sides [2]. As described previously, representing users in virtual environments with

higher order dynamics result in motions of users in virtual environments with better

physical realismTherefore, researches on proxies with first and second order dynamics

can server as proper reference, although some of these researches are not particularly

designed for representing users in the remote virtual environments.

The concept of proxies are initially introduced for improving the accuracy of col-

lision detection in the virtual environments. The first proxy-like design of the god

object [52] has its motion fully controlled to prevent any penetration into the virtual

object. In free space, the god object coincides with the position input from the haptic

device. When the haptic device moves into an virtual object, the god-object persists

to stay on the surface and its location is computed to be a point on the currently con-

tacted surface so that its distance from the real position of haptic device is minimized.

Therefore, the implementation of god-object visually renders haptic contact with in-

finite stiffness. [53] inherits the design of surface-persisting proxy and possesses only

the zero order dynamics. This simplification achieves efficient collision detection with

geometrically complicated virtual object at the expense of losing physically realistic

motion of the users.

[54] proposed the design of proxies with first order dynamics and the geometric

constraints in virtual environments are converted into equivalent velocity constrains

for the sake of collision detection. This approach is extended to rigid-body collision

detections between multiple independent proxies, such as two virtual tools in interac-

tion. Proxies with second order dynamics have been proposed in [55]. For single user

interaction with a slow virtual environment, the second order dynamic proxies have

mitigated the effect of computational delay on the stability of the interaction and on

user’s perception of rigid contact.

2.3 Summary

This chapter reviewed the research history of networked haptic cooperation. After

addressing the influence of the adverse network effects (i.e. the limited bandwidth,
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the network delay, jitter and packet loss), the chapter presented the state of art in

networked haptic cooperation from three perspectives. 1) From the perspective of

network, available research mitigates the adverse network effects and synchronize

large number of users and user groups via the implementing advanced protocols.

Especially, various buffer schemes and prediction & interpolation are implemented

to smooth the network delay jitter and to make up for the packet loss. (2) From

the perspective of control stability, centralized and distributed control architectures

with various controllers are designed to improve the performance of networked haptic

cooperation. (3) From the perspective of physically-intuitive virtual reality, proxies

of different orders of dynamics are implemented to represent the users’ motion in the

shared virtual environment. Furthermore, controllers are designed to help the shared

virtual objects with maintaining their dynamic properties.
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Chapter 3

Remote Dynamic Proxies for

Distributed Control of Networked

Haptic Cooperation

This chapter introduces the concept of remote dynamic proxies and integrates it

into two distributed control architectures. The two architectures coordinate the peer

networked sites via virtual coupling and via wave variable control, respectively. The

remote dynamic proxies are integrated into distributed rather than centralized control

architectures because centralized architectures have been shown to be able to render

only limited contact stiffness to the client users [2]. The continuous time dynamics

of haptic cooperation between two users controlled via the two architectures are also

presented in this chapter, both for cooperative manipulation of a shared virtual object

and for direct user-to-user interaction.

3.1 Remote Dynamic Proxies

This section introduces the remote dynamic proxies for networked haptic interaction

between two users. The extension to networked haptic cooperation among more

users will be pursued in future work. This extension requires advanced scheme for

synchronization among large number of users and user groups in the networked haptic

cooperation, in addition to the computational complexity resulted from rendering

large number of remote dynamic proxies in the shared virtual environment.

The motivation for proposing remote dynamic proxies is to enable far away users
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to directly touch and feel each other in the presence of network update rates that are

much lower than the haptic feedback rate, and in the presence of constant network

delays. Direct interactions between distant users are expected to benefit physical

therapists assisting remote patients.

A remote dynamic proxy is an avatar of a user in the virtual environment of

their peer (see Figure 3.1 and Figure 3.2, where RDP12 denotes the remote dynamic

proxy of Peer 1 in the virtual environment of Peer 2). The remote dynamic proxy

inherits the inertial and damping properties from the haptic device of the user whom

it represents. Its position and velocity are computed using physics-based simulation

rather than being updated from network packets. In Figure 3.1 and Figure 3.2, Td

is the network delay, mHD is the mass of the haptic device of the peer whom the

remote dynamic proxy represents, and the controllers commanding the motion of the

remote dynamic proxies to follow the motion of their respective user are schematically

represented via the spring KRDP and damper BRDP connection in the peer’s virtual

environment. This compliant connection allows the networked users to perceive the

motion of distant peers smoothly in the presence of update discontinuities due to

network characteristics (e.g., limited bandwidth, delay, jitter, packet loss, etc.). Note

that, while the haptic device imposes a controlling force on the remote dynamic proxy,

it receives no force feedback from this remote dynamic proxy.

Haptic device
of Peer 1

Network

Td

RDP12

Virtual Environment
of Peer 2

mHD

Position,
velocity

mHD

KRDP

BRDP

Figure 3.1: Remote dynamic proxy (RDP) with motion commanded via virtual cou-
pling control.

Via the remote dynamic proxies, the motion of the cooperative users is updated at

the haptic rate in the virtual environment of their peer. As a result, all participants

to the interaction (i.e., both cooperative users and the shared virtual objects) are

rendered at the speed of the haptic loop at each peer site. Therefore, the adverse effect

of the low network update rate on stability is limited. To some extent, the remote

dynamic proxies separate the design of the virtual environment with high rendering

rate from the design of the coordination controller with low network update rate.

Furthermore, the remote dynamic proxies allow cooperation between remote sites
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Figure 3.2: Remote dynamic proxy (RDP) with motion commanded via wave-based
control.

with different rendering rates in their local virtual environments.

As avatars of remote peers in the virtual environment of each user, the remote

dynamic proxies require: (1) larger communication bandwidth to accommodate the

additional information that peers need to exchange; and (2) a more time consuming

simulation that includes the remote dynamic proxies of all peer sites in the collision

detection and the dynamic response algorithms. While they may limit the number of

users simultaneously present in a shared virtual environment, these requirements are

typical for networked haptic cooperation approaches that provide users with avatars

of their remote peers. Furthermore, the additional communication bandwidth and

simulation overhead are minimal in the case of cooperation between two users, which

is the focus of this thesis.

The integration of the remote dynamic proxies into a distributed architecture

with virtual coupling coordination between the distant peers is presented in the next

section, while their integration into a distributed architecture with wave-based co-

ordination follows in Section 3.3. Note that with the proposed control architecture

involving the remote dynamic proxies with wave-based coordination have passive

communication channel to be passive and therefore enable the proposed distributed

control architecture to sustain longer network delay.

3.2 Distributed Control Architecture with Virtual

Coupling Coordination

The proposed distributed control architecture is shown in Figure 3.3 for cooperative

manipulation of a shared virtual object by two networked users. For simplicity, the

two haptic devices are assumed similar. In Figure 3.3, notation is used as follows:

mHD and bHD are the mass and the damping of the haptic interfaces; mOi and bOi
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are the mass and the damping of Peer i’s copy of the shared virtual object; KVCi

and BVCi are the stiffness and the damping of the local contact, i.e. the contact

between Peer i and its copy of the virtual object; FVCi is the interaction force between

Peer i and its copy of the virtual object; KVCij and BVCij are the stiffness and the

damping of remote contact, i.e. the contact between Peer i’s remote dynamic

proxy in Peer j’s virtual environment and Peer j’s copy of the virtual object; FVCij

is the interaction force between Peer i’s remote dynamic proxy and Peer j-th copy of

the virtual object; KT and BT are the stiffness and the damping of virtual coupling

coordination among the distributed copies of the shared virtual object; FTi is the

coordinating force applied on each copy; KRDP and BRDP are the stiffness and the

damping of virtual coupler controlling the RDP-s ; FRDPij is the controlling force

applied on the remote proxy of Peer i in the virtual environment of Peer j; xi and

ẋi are the position and the velocity of the i-th haptic device; xOi and ẋOi are the

position and the velocity of Peer i’s copy of the virtual object; xij and ẋij are the

position and the velocity of the remote proxy of Peer i in the virtual environment of

Peer j; xin and ẋin are the position and the velocity commands sent by the i-th haptic

device to their peers; xOin and ẋOin are the position and velocity commands sent by

Peer i’s copy of the virtual object to the peer users; lastly, Fhi is the force applied

by the i-th user to their device. Since FVCi and FVCij represent contacts, they are

unilateral forces activated by collision detection.

Note that, in the proposed architecture, the virtual environment of Peer i com-

prises:

1. a copy of the virtual object jointly manipulated by the users.

2. the remote dynamic proxy RDPji of Peer j.

The mass of the shared virtual object mO is equally divided between its two copies

as mOi =
mO
2

. The damping bO is assigned to each copy, bOi = bO .

The dynamics of the networked haptic cooperation rendered via the distributed

control architecture with remote dynamic proxies shown in Figure 3.3 are:

• for the haptic devices:

mHD1ẍ1 + bHD1ẋ1 = Fh1 − FVC1 (3.1)

mHD2ẍ2 + bHD2ẋ2 = Fh2 − FVC2 (3.2)
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Figure 3.3: Distributed control architecture with remote dynamic proxies (RPDs) and
virtual coupling coordination of two users involved in cooperative manipulation of a
shared virtual object. The remote dynamic proxies are shaded, and their connection
to the corresponding haptic device is bolded.

• for the remote dynamic proxies:

mHD1ẍ12 + bHD1 ẋ12 = FRDP12 − FVC12 (3.3)

mHD2ẍ21 + bHD2 ẋ21 = FRDP21 − FVC21 (3.4)

• for the copies of the shared virtual object:

mO1 ẍO1 + bO1 ẋO1 = FVC1 + FVC21 + FT1 (3.5)

mO2 ẍO2 + bO2ẋO12 = FVC2 + FVC12 + FT2 (3.6)

where:

FVC1 = KVC1(x1 − xO1) + BVC1(ẋ1 − ẋO1) (3.7)

FVC2 = KVC1(x2 − xO2) + BVC1(ẋ2 − ẋO2) (3.8)

FVC12 = KVC12(x12 − xO2) + BVC12(ẋ12 − ẋO2) (3.9)

FVC21 = KVC21(x21 − xO1) + BVC21(ẋ21 − ẋO1) (3.10)
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FT1 = KT(xO2n − xO1) + BT(ẋO2n − ẋO1)

= KTxO2n + BTẋO2n + (−KTxO1 −BTẋO1)

= FT1n + FT1c (3.11)

FT2 = KT(xO1n − xO2) + BT(ẋO1n − ẋO2)

= KTxO1n + BTẋO1n + (−KTxO2 −BTẋO2)

= FT2n + FT2c (3.12)

FRDP21 = KRDP(x2n − x21) + BRDP(ẋ2n − ẋ21)

= KRDPx2n + BRDPẋ2n + (−KRDPx21 −BRDPẋ21)

= FRDP21n + FRDP21c (3.13)

FRDP12 = KRDP(x1n − x12) + BRDP(ẋ1n − ẋ12)

= KRDPx1n + BRDPẋ1n + (−KRDPx12 −BRDPẋ12)

= FRDP12n + FRDP12c (3.14)

For direct interaction between two networked users, the distributed control archi-

tecture with remote dynamic proxies and virtual coupling coordination is shown in

Figure 3.4.

Figure 3.4: Distributed control architecture with remote dynamic proxies (RPD) and
virtual coupling coordination of two users in direct interaction with each other. The
remote dynamic proxies are shaded, and their connection to the corresponding haptic
device is bolded.
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In this case, the dynamics of the interaction are:

• for the peer haptic devices:

mHD1ẍ1 + bHD1ẋ1 = Fh1 − FVC1 (3.15)

mHD2ẍ2 + bHD2ẋ2 = Fh2 − FVC2 (3.16)

• for the remote dynamic proxies:

mHD1 ẍ12 + bHD1ẋ12 = FRDP12 + FVC2 (3.17)

mHD2 ẍ21 + bHD2ẋ21 = FRDP21 + FVC1 (3.18)

where:

FVC1 = KVC1(x1 − x21) + BVC1(ẋ1 − ẋ21) (3.19)

FVC2 = KVC1(x2 − x12) + BVC1(ẋ2 − ẋ12) (3.20)

FRDP21 = KRDP(x2n − x21) + BRDP(ẋ2n − ẋ21)

= KRDPx2n + BRDPẋ2n + (−KRDPx21 −BRDPẋ21)

= FRDP21n + FRDP21c (3.21)

FRDP12 = KRDP(x1n − x12) + BRDP(ẋ1n − ẋ12)

= KRDPx1n + BRDPẋ1n + (−KRDPx12 −BRDPẋ12)

= FRDP12n + FRDP12c (3.22)

Based on the dynamics in Equations (3.1) to (3.6) and in Equations (3.15) to (3.18),

Chapter 4 will derive the state space representation of the multi-rate haptic coopera-

tion system, as well as its stability region in the presence of several constant network

delays.
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3.3 Distributed Control Architecture with Wave-

based Controller

3.3.1 Traditional symmetric wave variable control

Wave (or scattering)-based communications have been introduced in teleoperation [56,

57] to render the communication line passive in the presence of communication delay.

In teleoperation, the master and the slave robots play different roles. Their dissimilar

functions have been embedded in control through distinguishing forward moving (from

master to slave) and returning (from slave to master) waves. The two sides maintain

distinct roles even when they communicate using the symmetric configuration [50]1.

Peer-to-peer haptic cooperation between two users via the symmetric configura-

tion and the traditional wave transformation [50] has been implemented in [1], as

shown Figure 3.5. The figure details only the power-to-wave transformations and

the proportional derivative (PD) controllers coordinating the two peer copies of the

shared virtual object. The PD control forces due to the interaction of each user with

their local copy of this object provide the inputs in Figure 3.5. In this figure, notation

is used as follows: indices 1 and 2 identify the two peers; Td is the communication

delay; b is the wave impedance; u and v are the forward and returning waves, respec-

tively; KT and BT are the gains of the coordinating controllers at the two remote

sites; Fi are the control forces on the copy of the shared object of Peer i; mOi and bOi

are the inertia and the damping of those copies; xi and ẋi are their simulated position

and velocity; and ẋid is their commanded velocity.
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Figure 3.5: Traditional symmetric wave variable control of the shared virtual ob-
ject [1].

1In the symmetric configuration, forces are encoded into, and velocities are decoded from, wave
signals at both sides.
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In the symmetric wave transformation shown in Figure 3.5, the control force on

the copy of the shared virtual object of Peer 1 is:

F1 = −BT(ẋ1d
− ẋ1)−KT(x1d

− x1), (3.23)

while the forward moving wave and the desired velocity are computed via:

u1 =
bẋ1d

+ F1√
2b

= v1 + F1

√
2

b
. (3.24)

and:

ẋ1d
=

v1

√
2b + F1

b
, (3.25)

After unwrapping the algebraic loop created by the PD controller (proportional-

derivative controller) and the wave transformation, the desired velocity no longer

depends on the control force (i.e., F1):

ẋ1d
=

v1

√
2b + BTẋ1 + KT(x1 − x1d

)

b + BT

(3.26)

At the Peer 2 side, the control force, the returning wave and the desired velocity

(after unwrapping the algebraic loop) are calculated using:

F2 = −BT(ẋ2 − ẋ2d
)−KT(x2 − x2d

), (3.27)

v2 =
bẋ2d

− F2√
2b

= u2 − F2

√
2

b
, (3.28)

ẋ2d
=

u2

√
2b + BTẋ2 + KT(x2 − x2d

)

b + BT

. (3.29)

Note that the asymmetric roles of the two peer sites are reflected in the control forces

F1 and F2. Because of this asymmetry, it is not straightforward to employ the tradi-

tional taxonomy in distributed architectures that support cooperation among multiple

users. With a view to the future extension of the current framework to cooperation

among multiple users, the following section proposes a peer-based classification of

wave signals.
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3.3.2 Peer-to-peer symmetric wave variable control

The peer-based view of the haptic cooperation adopted in this work:

1. distinguishes outgoing (i.e., leaving a site) and incoming (i.e., arriving at a

site) waves. Accordingly, uouti and uini will hereafter identify the outgoing and

incoming wave signals at Peer i, respectively (see Figure 3.6).

2. regards the haptic interfaces of all interacting users as similar to the master

robot in teleoperation. Control forces at all peer sites provide feedback to users

in interaction with their local copies of the shared virtual object. Therefore,

they are defined via:

Fi = −BT(ẋid − ẋi)−KT(xid − xi). (3.30)

Figure 3.6 illustrates the peer-to-peer symmetric wave variable control of the shared

virtual object for haptic collaboration between two users.
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Figure 3.6: Peer-to-peer symmetric wave variable control of the shared virtual object.

Given the definition in Equation (3.30), the outgoing wave at Peer i becomes:

uouti = uini + Fi

√
2

b
, (3.31)

while the desired (reference) velocity of the local copy of the shared virtual object at

Peer i is computed via:

ẋid =
uini

√
2b + BTẋi + KT(xi − xid)

b + BT

. (3.32)
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To avoid drift of xid in Equation (3.32) (due to sampling, numerical integration, data

loss, etc.), the communications are augmented to include wave integrals [58]. Then,

the outgoing wave integral is computed via:

Uouti = Uini + pi

√
2

b
, (3.33)

and the desired position is decoded using:

xid = Uini

√
2

b
+

1

b
pi. (3.34)

Notation in (3.33) and (3.34) follows [58], i.e., U denotes wave integrals and p is

momentum (i.e., the integral of the control force):

pi =

∫ t

0

Fidt. (3.35)

3.3.3 Distributed Control Architecture with Wave-based Con-

troller

The proposed distributed control architecture is shown in Figure 3.7 for two users

engaged in cooperative manipulation of a shared virtual object. As in the previous

section, the two haptic devices are assumed similar. In Figure 3.7, notation is used

as follows: mHD and bHD are the mass and the damping of the haptic interfaces; mOi

and bOi are the mass and the damping of Peer i’s copy of the shared virtual object;

KVCi and BVCi are the stiffness and the damping of the contact between Peer i and its

copy of the shared virtual object; FVCi is the interaction force between Peer i and its

copy of the shared virtual object; KVCij and BVCij are the stiffness and the damping

of the contact between Peer i’s remote dynamic proxy in Peer j’s virtual environment

and Peer j’s copy of the shared virtual object; FVCij is the interaction force between

Peer i’s remote dynamic proxy and Peer j-th copy of the shared virtual object; xi

and ẋi are the position and the velocity of the i-th haptic device; xOi and ẋOi are

the position and the velocity of Peer i’s copy of the virtual object; xij and ẋij are the

position and the velocity of the remote proxy of Peer i in the virtual environment of

Peer j; xid and ẋid are the position and the velocity commands received by the i-th

haptic device from their peers via wave signals; xOid and ẋOid are the position and

velocity commands received by Peer i’s copy of the virtual object from the peer users;
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lastly, Fhi is the force applied by the i-th user to their device. Since FVCi and FVCij

represent contacts, they are unilateral forces activated by collision detection.
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Figure 3.7: Distributed control architecture with remote dynamic proxies (RPDs)
and wave-based coordination of two users involved in cooperative manipulation of a
shared virtual object. The remote dynamic proxies are shaded, and their connection
to the corresponding haptic device is bolded.

Note that, as in the distributed architecture with RDP-s and virtual coupling

coordination, the virtual environment of Peer i comprises:

1. a copy of the virtual object jointly manipulated by the users.

2. the remote dynamic proxy RDPji of Peer j.

The designed mass of the shared virtual object mO is equally divided between its two

copies as mOi =
mO
2

. the damping bO is assigned to each copy, bOi = bO .

The dynamics of the networked haptic cooperation rendered via the distributed

control architecture with remote dynamic proxies shown in Figure 3.7 are:

• for the peer haptic devices (device motion and virtual contact forces balanced

by the user force Fhi):

mHD1ẍ1 + bHD1ẋ1 = Fh1 − FVC1 (3.36)

mHD2ẍ2 + bHD2ẋ2 = Fh2 − FVC2 (3.37)
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• for the remote dynamic proxies (remote dynamic proxy motion and virtual

contact forces balanced by the force due to the remote user FTij):

mHD1ẍ12 + bHD1 ẋ12 = FRDP12 − FVC12 (3.38)

mHD2ẍ21 + bHD2 ẋ21 = FRDP21 − FVC21 (3.39)

• for the shared virtual object (shared virtual object motion caused by forces from

the local user, the remote dynamic proxy and the remote copy of the shared

virtual object):

mO1ẍO1 + bO1ẋO1 = FVC1 + FVC21 + FT1 (3.40)

mO2 ẍO2 + bO2ẋO12 = FVC2 + FVC12 + FT2 (3.41)

where:

FVC1 = KVC1(x1 − xO1) + BVC1(ẋ1 − ẋO1) (3.42)

FVC2 = KVC1(x2 − xO2) + BVC1(ẋ2 − ẋO2) (3.43)

FVC12 = KVC12(x12 − xO2) + BVC12(ẋ12 − ẋO2) (3.44)

FVC21 = KVC21(x21 − xO1) + BVC21(ẋ21 − ẋO1) (3.45)

FT1 = KT(xO1 − xO1d
) + BT(ẋO1 − ẋO1d

) (3.46)

FT2 = KT(xO2 − xO2d
) + BT(ẋO2 − ẋO2d

) (3.47)

FRDP1 = KRDP(x1 − x1d
) + BRDP(ẋ1 − ẋ1d

) (3.48)

FRDP2 = KRDP(x2 − x2d
) + BRDP(ẋ2 − ẋ2d

) (3.49)

FRDP21 = KRDP(x21 − x21d
) + BRDP(ẋ21 − ẋ21d

) (3.50)

FRDP12 = KRDP(x12 − x12d
) + BRDP(ẋ12 − ẋ12d

) (3.51)
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If the wave transformation has wave impedance b, then:

ẋo1d
=

uino1

√
2b + BTẋo1 + KT(xo1 − xo1d

)

b + BT

(3.52)

ẋo2d
=

uino2

√
2b + BTẋo2 + KT(xo2 − xo2d

)

b + BT

(3.53)

ẋ1d
=

uin1

√
2b + BRDPẋ1 + KRDP(x1 − x1d

)

b + BRDP

(3.54)

ẋ2d
=

uin2

√
2b + BRDPẋ2 + KRDP(x2 − x2d

)

b + BRDP

(3.55)

ẋ12d
=

uin12

√
2b + BRDPẋ12 + KRDP(x12 − x12d

)

b + BRDP

(3.56)

ẋ21d
=

uin21

√
2b + BRDPẋ21 + KRDP(x21 − x21d

)

b + BRDP

(3.57)

The wave outputs are computed as:

uout1 = uin1 + FRDP1

√
2

b
, uout2 = uin2 + FRDP2

√
2

b
(3.58)

uout12 = uin12 + FRDP12

√
2

b
, uout21 = uin21 + FRDP21

√
2

b
(3.59)

uoutO1 = uinO1 + FT1

√
2

b
, uoutO2 = uinO2 + FT2

√
2

b
(3.60)

Furthermore, if the communication channel has a delay Td, the following relations

hold between the input and the output wave signals:

uino1 = uouto2(t− T ), uino2 = uouto1(t− T ) (3.61)

uin21 = uout2(t− T ), uin12 = uout1(t− T ) (3.62)

uin1 = uout12(t− T ), uin2 = uout21(t− T ) (3.63)

For direct interaction between two networked users, the distributed control ar-

chitecture with remote dynamic proxies and wave-based coordination is shown in

Figure 3.8

In this case, the dynamics of the interaction are:

• for the peer haptic devices (device motion and virtual contact forces balanced
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Figure 3.8: Distributed control architecture with remote dynamic proxies (RPD)
and wave-based coordination of two users in direct interaction with each other. The
remote dynamic proxies are shaded, and their connection to the corresponding haptic
device is bolded.

by the user force Fhi):

mHD1ẍ1 + bHD1ẋ1 = Fh1 − FVC1 (3.64)

mHD2ẍ2 + bHD2ẋ2 = Fh2 − FVC2 (3.65)

• for the remote dynamic proxies (remote dynamic proxy motion and virtual

contact forces balanced by the force due to the remote user FTij):

mHD1ẍ12 + bHD1ẋ12 = FRDP12 − FVC2 (3.66)

mHD2ẍ21 + bHD2ẋ21 = FRDP21 − FVC1 (3.67)
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where:

FVC1 = KVC1(x1 − x21) + BVC1(ẋ1 − ẋ21) (3.68)

FVC2 = KVC1(x2 − x12) + BVC1(ẋ2 − ẋ12) (3.69)

FRDP1 = KRDP(x1 − x1d
) + BRDP(ẋ1 − ẋ1d

) (3.70)

FRDP2 = KRDP(x2 − x2d
) + BRDP(ẋ2 − ẋ2d

) (3.71)

FRDP21 = KRDP(x21 − x21d
) + BRDP(ẋ21 − ẋ21d

) (3.72)

FRDP12 = KRDP(x12 − x12d
) + BRDP(ẋ12 − ẋ12d

) (3.73)

Given the wave transformation has wave impedance b, then:

ẋ1d
=

uin1

√
2b + BRDPẋ1 + KRDP(x1 − x1d

)

b + BRDP

(3.74)

ẋ2d
=

uin2

√
2b + BRDPẋ2 + KRDP(x2 − x2d

)

b + BRDP

(3.75)

ẋ12d
=

uin12

√
2b + BRDPẋ12 + KRDP(x12 − x12d

)

b + BRDP

(3.76)

ẋ21d
=

uin21

√
2b + BRDPẋ21 + KRDP(x21 − x21d

)

b + BRDP

(3.77)

The wave outputs are computed as:

uout1 = uin1 + FRDP1

√
2

b
, uout2 = uin2 + FRDP2

√
2

b
(3.78)

uout12 = uin12 + FRDP12

√
2

b
, uout21 = uin21 + FRDP21

√
2

b
(3.79)

Furthermore, if the communication channel has a delay Td, the following relations

hold between the input and the output wave signals:

uin21 = uout2(t− T ), uin12 = uout1(t− T ) (3.80)

uin1 = uout12(t− T ), uin2 = uout21(t− T ) (3.81)

3.4 Summary

Motivated by the need to support direct interaction between distant users, this chap-

ter has proposed to distribute the users across the network via avatars with second
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order dynamics called remote dynamic proxies. It has also integrated the remote

dynamic proxies into two distributed control architectures that coordinate the net-

worked sites via virtual coupling and via wave-based control, respectively. The con-

tinuous time dynamics of networked haptic cooperation between two uses rendered

through the two architectures have been derived both for cooperative manipulation

of a shared virtual object and for direct user-to-user interaction. These dynamics

provide the starting point of the stability analysis of networked haptic cooperation

with remote dynamic proxies and virtual coupling coordination in Chapter 4. Fur-

thermore, they are implemented in the setup employed in the experimental validation

of the two distributed architectures with remote dynamic proxies in Chapter 5.
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Chapter 4

Stability of Networked Haptic

Cooperation with Remote

Dynamic Proxies and Distributed

Virtual Coupling Coordination

This chapter investigates the stability of networked haptic cooperation between two

users when rendered via remote dynamic proxies and virtual coupling coordination.

The users can interact across an Ethernet-based Local Area Network (LAN) or a

high-speed Metropolitan Area Network (MAN). In this context, the network delay

can be assumed to be jitter-less and of the order of one to three transmission sample

times, and the packet loss can be assumed negligible [2]. Although restrictive, these

assumptions are valid in many applications because LAN- and MAN-based networks

can cover several buildings and even large cities and thus, make tele-rehabilitation

and multi-user on-line computer games feasible for users within the same city.

The key challenge involved in haptic cooperation over a LAN or a high-speed MAN

is the low network update rate typical to communications implemented via network

protocols like UDP and TCP/IP. This rate is generally equal to 128 Hz [2], and is

well below the 1 KHz force feedback rate required for high fidelity haptic rendering.

Therefore, the network update rate can severely limit the realism of the cooperation.

However, by adopting the multi-rate control strategy introduced in [59] and applied

to haptic cooperation in [2], the force control loops at each cooperating user can be

executed at a much higher rate than that of data transmission over the network.



55

Within the multi-rate framework proposed in [59], this chapter develops the math-

ematical model for the distributed control of haptic cooperation with remote dynamic

proxies and virtual coupling coordination, over a LAN or high-speed MAN. It then

investigates the stability of cooperation between two users connected via this con-

troller, for cooperative manipulation of a shared virtual object and for direct user-to-

user contact. Network delays up to three transmission sample times are considered

in the analysis. Compared to the distributed controllers with virtual coupling coordi-

nation in [2] and [1], the architecture with remote dynamic proxies maintains similar

stiffness for the local contact and for the coordinating virtual coupler, and achieves

much higher stiffness for the remote contact1 during cooperative manipulation of a

shared virtual object. In turn, the high stiffness of the remote contact improves the

position coherency for the shared virtual object. For direct user-to-user interaction,

the proposed architecture renders higher contact stiffness in the presence of larger

network delay.

4.1 Continuous State-Space Representation

The stability analysis of haptic cooperation between two users connected via a LAN

or high-speed MAN is developed in this chapter as follows:

• the continuous-time state-space representation of the open loop haptic coop-

eration system is derived in this section, both for cooperative manipulation of

a shared virtual object (Section 4.1.1) and for direct user-to-user interaction

(Section 4.1.2);

• the discrete-time state-space representation of the open loop system is devel-

oped, and the communication delay is incorporated into it as proposed in [2] in

Section 4.2;

• the state matrix of the open-loop multi-rate system is employed to investigate

the stability of the closed-loop system for various controller gains and commu-

nication delays in Section 4.3.

Notation is used hereafter as follows: p is the number of sampling times in the

open-loop haptic cooperation system; indices c and n identify signals sampled at the

1The local contact is the contact between the local user and the shared virtual object, while the
remote contact is the contact between the remote dynamic proxy and the shared virtual object.
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(fast) force control rate and at the (slow) network update rate; indices 1 and 2 indicate

values related to the Peer 1 and Peer 2 site, respectively; nx, ny, nu are the number

of states, of outputs, and of inputs, respectively, of the continuous-time open-loop

system. Furthermore: ncy, nny are the number of fast and of slow system outputs;

n1cy, n1ny are the number of fast and of slow outputs at Peer 1; n2cy, n2ny are the

number of fast and of slow outputs at Peer 2; ncu, nnu are the number of fast and of

slow system inputs; n1cu, n1nu are the number of fast and of slow inputs at Peer 1;

and n2cu, n2nu are the number of fast and of slow inputs at Peer 2, respectively.

In the subsequent derivations, it is assumed that the force sampling times at the

two peer users are equal. Hence, the haptic cooperation system is a system with

two rates, the network update rate and the force control rate, i.e., p = 2. It is also

assumed that the force and the network sampling times (Tc and Tn, respectively) are

synchronized and can be written as integer multiples of a base sample time τ0, i.e.,

Ti = liτ0 with i ∈
{

c, n
}

. It then follows that a sampling time T0 exists such that

τ0 = T0

N0
, li = Ni

N0
for i ∈

{
c, n

}
, and N0 the least common multiple of Ni. In this

dissertation in particular, the force control rate is taken to be equal to the typical

haptic feedback rate of 1024Hz and the network update rate is taken to be equal to

128Hz, which is the rate of the network card in the experimental setup and is also

the rate in [2]. Therefore, τ0 = 1
1024

sec, T0 = 1
128

sec, N0 = 8, Nc = 8, Nn = 1, lc = 1,

and ln = 8.

The continuous state space representation of the open-loop (i.e., without the vir-

tual coupling controller) haptic cooperation system with remote dynamic proxies is

derived in this section in the general form:

{
ẋ = Ax + Bu

y = Cx
(4.1)

where x(t) ∈ Rnx is the vector of system states; u(t) = (uc(t) un(t))T ∈ Rnu is the

vector of (fast and slow) system inputs; y(t) = (yc(t) yn(t))T ∈ Rny is the vector of

(fast and slow) system outputs; and A is the system matrix. The specific dimensions

of these vectors depend on whether Equation (4.1) models cooperative manipulation

of a shared virtual object or direct user-to-user contact, and are given in the next two

sections.
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4.1.1 Cooperative Manipulation

Figure 4.1 schematically depicts the cooperative manipulation of a shared virtual ob-

ject via the distributed architecture with remote dynamic proxies and virtual coupling

coordination proposed in Section 3.2 again. The closed loop form of this architecture

is shown in Figure 4.2.

Figure 4.1: The distributed control architecture with remote dynamic proxies (RPDs)
and virtual coupling coordination of two users involved in cooperative manipulation
of a shared virtual object introduced in Figure 3.3. The remote dynamic proxies are
shaded, and their connection to the corresponding haptic device is bolded.

The open-loop continuous-time model of the system comprises the dynamics of

the haptic devices and of the peers’ copies of the virtual environment which, in turn,

include the local copies of the shared virtual object and the remote dynamic proxies.

For cooperative manipulation, these dynamics have been derived in Equations (3.1)

to (3.10). Equations (3.11) to (3.14) comprise the feedback of the system. According

to these equations, the system inputs can be computed from:

• position and velocity outputs sampled at the (fast) force feedback control rate

Tc: x1 , ẋ1 , x2 , ẋ2 , xO1 , ẋO1 , xO2 , ẋO2 , x21 , ẋ21 , x12 , ẋ12 ;

• position and velocity outputs sampled at the (slow) network update rate Tn:

xO1n , ẋO1n , xO2n , ẋO2n , x1n , ẋ1n , x2n , ẋ2n .
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Figure 4.2: The distributed virtual coupling-based control system, including the hap-
tic devices (HD), the remote dynamic proxies (RDP), and the shared virtual environ-
ment (SVE).

To derive the open-loop state space representation of the haptic cooperative ma-

nipulation in the form of Equation (4.1), the continuous state space dynamics of the

two haptic devices (HD), of the two copies of the shared virtual object (SVO), and

of the two remote dynamic proxies (RDP) can be written as:

(
ẋHD1

ẍHD1

)
=

[
0 1

0 −bHD1/mHD1

](
xHD1

ẋHD1

)
+

[
0

−1/mHD1

] (
FVC1

)
(4.2)

(
ẋHD2

ẍHD2

)
=

[
0 1

0 −bHD2/mHD2

](
xHD2

ẋHD2

)
+

[
0

−1/mHD2

] (
FVC2

)
(4.3)

(
ẋO1

ẍO1

)
=

[
0 1

0 −bO1/mO1

](
xO1

ẋO1

)
+

[
0 0 0 0

1/mO1 1/mO1 1/mO1 1/mO1

]



FVC1

FVC21

FT1c

FT1n




(4.4)

(
ẋO2

ẍO2

)
=

[
0 1

0 −bO2/mO2

](
xO2

ẋO2

)
+

[
0 0 0 0

1/mO2 1/mO2 1/mO2 1/mO2

]



FVC2

FVC12

FT2c

FT2n




(4.5)
(

ẋ21

ẍ21

)
=

[
0 1

0 −bHD2/mHD2

](
x21

ẋ21

)
+

[
0 0 0

−1/mHD2 1/mHD2 1/mHD2

] 


FVC21

FRDP21c

FRDP21n




(4.6)
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(
ẋ12

ẍ12

)
=

[
0 1

0 −bHD1/mHD1

](
x12

ẋ12

)
+

[
0 0

−1/mHD1 1/mHD1 1/mHD1

] 


FVC12

FRDP12c

FRDP12n




(4.7)

Equations (4.2) to (4.7) can be grouped based on the peer site. In particular, at

the Peer 1 site:

ẋ16×1
=




ẋ1

ẍ1

ẋO1

ẍO1

ẋ21

ẍ21




=




0 1 0 0 0 0

0 −bHD1/mHD1 0 0 0 0

0 0 0 1 0 0

0 0 0 −bO1/mO1 0 0

0 0 0 0 0 1

0 0 0 0 0 −bHD2/mHD2







x1

ẋ1

xO1

ẋO1

x21

ẋ21




+




0 0 0 0 0 0

−1/mHD1 0 0 0 0 0

0 0 0 0 0 0

1/mO1 1/mO1 1/mO1 0 1/mO1 0

0 0 0 0 0 0

0 −1/mHD2 0 1/mHD2 0 1/mHD2







FVC1

FVC21

FT1c

FRDP21c

FT1n

FRDP21n




= A16×6
x16×1

+
[
B1c6×4

B1n6×2

]
6×6

(
u1c4×1

u1n2×1

)

6×1

(4.8)

where:

B1c6×4
=




0 0 0 0

−1/mHD1 0 0 0

0 0 0 0

1/mO1 1/mO1 1/mO1 0

0 0 0 0

0 −1/mHD2 0 1/mHD2




(4.9)
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B1n6×2
=




0 0

0 0

0 0

1/mO1 0

0 0

0 1/mHD2




(4.10)

and:

(
u1c4×1

u1n2×1

)

6×1

=
(
FVC1 FVC21 FT1c FRDP21c FT1n FRDP21n

)T

=

[
F1c4×6

0
4×4

0
2×6

F1n2×4

]

6×10

(
y1c6×1

y1n4×1

)

10×1

(4.11)

with:

F1c4×6
=




KVC1 BVC1 −KVC1 −BVC1 0 0

0 0 −KVC21 −BVC21 KVC21 BVC21

0 0 −KT −BT 0 0

0 0 0 0 −KRDP −BRDP




(4.12)

F1n2×4
=

[
KRDP BRDP 0 0

0 0 KT BT

]
(4.13)
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Similarly, at the Peer 2 site:

x26×1
=




ẋ2

ẍ2

ẋO2

ẍO2

ẋ12

ẍ12




=




0 1 0 0 0 0

0 −bHD2/mHD2 0 0 0 0

0 0 0 1 0 0

0 0 0 −bO2/mO2 0 0

0 0 0 0 0 1

0 0 0 0 0 −bHD1/mHD1







x2

ẋ2

xO2

ẋO2

x12

ẋ12




+

+




0 0 0 0 0 0

−1/mHD2 0 0 0 0 0

0 0 0 0 0 0

1/mO2 1/mO2 1/mO2 0 1/mO2 0

0 0 0 0 0 0

0 −1/mHD1 0 1/mHD1 0 1/mHD1







FVC2

FVC12

FT2c

FRDP12c

FT2n

FRDP12n




= A26×6
x26×1

+
[
B2c6×4

B2n6×2

]
6×6

(
u2c4×1

u2n2×1

)

6×1

(4.14)

where:

B2c6×4
=




0 0 0 0

−1/mHD2 0 0 0

0 0 0 0

1/mO2 1/mO2 1/mO2 0

0 0 0 0

0 −1/mHD1 0 1/mHD1




(4.15)

B2n6×2
=




0 0

0 0

0 0

1/mO2 0

0 0

0 1/mHD1




(4.16)
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and:

(
u2c4×1

u2n2×1

)

6×1

=
(
FVC2 FVC12 FT2c FRDP12c FT2n FRDP12n

)T

=

[
F2c4×6

0
4×4

0
2×6

F2n2×4

]

6×10

(
y2c6×1

y2n4×1

)

10×1

(4.17)

with:

F2c4×6
=




KVC1 BVC1 −KVC1 −BVC1 0 0

0 0 −KVC21 −BVC21 KVC21 BVC21

0 0 −KT −BT 0 0

0 0 0 0 −KRDP −BRDP




= F1c4×6
= Fpc4×6

(4.18)

F2n2×4
=

[
KRDP BRDP 0 0

0 0 KT BT

]
= F1n2×4

= Fpn2×4
(4.19)

The continuous-time state-space dynamics of the entire open-loop haptic cooper-

ation system are obtained after combining Equations (4.8) and (4.14). Specifically,
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the state equation is:

ẋ
nx×1

= A
nx×nx

x
nx×1

+ B
nx×nu

u
nu×1

= A
nx×nx

x
nx×1

+
[
Bcnx×n1cu

Bcnx×n2cu
Bnnx×n1nu

Bnnx×n2nu

]



u1cn1cu×1

u2cn2cu×1

u1nn1nu×1

u2nn2nu×1




⇐⇒
ẋ

12×1
= A

12×12
x

12×1
+ B

12×12
u

12×1

= A
12×12

x
12×1

+
[
Bc12×4

Bc12×4
Bn12×2

Bn12×2

]
12×12




u1c4×1

u2c4×1

u1n2×1

u2n2×1




⇐⇒
(

ẋ16×1

ẋ26×1

)
=

[
A16×6

0
6×6

0
6×6

A26×6

](
x16×1

x26×1

)
+

[
B1c6×4

0
6×4

B2n6×2
0

6×2

0
6×4

B1c6×4
0

6×2
B2n6×2

]



u1c4×1

u2c4×1

u1n2×1

u2n2×1




⇐⇒


ẋ1

ẍ1

ẋO1

ẍO1

ẋ21

ẍ21

ẋ2

ẍ2

ẋO2

ẍO2

ẋ12

ẍ12




=

[
A16×6

0
6×6

0
6×6

A26×6

]




x1

ẋ1

xO1

ẋO1

x21

ẋ21

x2

ẋ2

xO2

ẋO2

x12

ẋ12




+

[
B1c6×4

0
6×4

B1n6×2
0

6×2

0
6×4

B2c6×4
0

6×2
B2n6×2

]




FVC1

FVC21

FT1c

FRDP21c

FVC2

FVC12

FT2c

FRDP12c

FT1n

FRDP21n

FT2n

FRDP12n




(4.20)
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where:

u1cn1cu×1
= u1c4×1

=
(
FVC1 FVC21 FT1c FRDP21c

)T

(4.21)

u2cn2cu×1
= u2c4×1

=
(
FVC2 FVC12 FT2c FRDP12c

)T

(4.22)

u1nn1nu×1
= u1n2×1

=
(
FT1n FRDP21n

)T

(4.23)

u2nn2nu×1
= u2n2×1

=
(
FT2n FRDP12n

)T

(4.24)

The output equation is:

y
ny×1

=




y1cn1cy×1

y2cn2cy×1

y1nn1ny×1

y2nn2ny×1




= C
ny×nx

x
nx×1

=




C1cn1cy×nx

C2cn2cy×nx

C1nn1ny×nx

C2nn2ny×nx




x
nx×1

⇐⇒

y
20×1

=




y1c6×1

y2c6×1

y1n4×1

y2n4×1




= C
20×12

x
12×1

=




C1c6×12

C2c6×12

C1n4×12

C2n4×12




20×12

x
12×1

⇐⇒


x
12×1

x2n

ẋ2n

xO2n

ẋO2n

x1n

ẋ1n

xO1n

ẋO1n




=




I
12×12

0
4×4

0
4×4

I
4×4

I
4×4

0
4×4

0
4×4


x

12×1
(4.25)
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where:

y1cn1cy×1
= y1c6×1

= C
n1cy×nx

x
nx×1

= C
6×12

x12×1 (4.26)

y2cn2cy×1
= y2c6×1

= C
n2cy×nx

x
nx×1

= C
6×12

x12×1 (4.27)

y1nn1ny×1
= y1n4×1

=
(
x2n ẋ2n xO2n ẋO2n

)T

(4.28)

y2nn2ny×1
= y2n4×1

=
(
x1n ẋ1n xO1n ẋO1n

)T

(4.29)

C1cn1cy×nx

C2cn2cy×nx


 =

(
C1c6×12

C2c6×12

)
= I

12×12
(4.30)

C1nn1ny×nx
= C1n4×12

=
[

0
4×4

0
4×4

I
4×4

]
(4.31)

C2nn2ny×nx
= C2n4×12

=
[

I
4×4

0
4×4

0
4×4

]

(4.32)

The feedback equation is:

u
nu×1

= F
nu×ny

y
ny×1

⇐⇒


u1cn1cu×1

u2cn2cu×1

u1nn1nu×1

u2nn2nu×1




=




F1cn1cu×n1cy
0

n1cu×n2cy
0

n1cu×n1ny
0

n1cu×n2ny

0
n2cu×n1cy

F2cn2cu×n2cy
0

n2cu×n1ny
0

n2cu×n2ny

0
n1nu×n1cy

0
n1nu×n2cy

F1nn1nu×n1ny
0

n1nu×n2ny

0
n2nu×n1cy

0
n2nu×n2cy

0
n2nu×n1ny

F2nn2nu×n2ny







y1cn1cy×1

y2cn2cy×1

y1nn1ny×1

y2nn2ny×1




⇐⇒
u

12×1
= F

12×20
y

20×1

⇐⇒

u
12×1

=




F1c4×6
0

4×6
0

4×4
0

4×4

0
4×6

F2c4×6
0

4×4
0

4×4

0
2×6

0
2×6

F1n2×4
0

2×4

0
2×6

0
2×6

0
2×4

F2n2×4







y1c6×1

y2c6×1

y1n4×1

y2n4×1




(4.33)
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4.1.2 Direct User-to-User Interaction

Figure 4.3 schematically depicts direct user-to-user haptic interaction via the dis-

tributed architecture with remote dynamic proxies and virtual coupling coordination

proposed in Section 3.2 again. The closed loop form of this architecture is shown in

Figure 4.4.

Figure 4.3: The distributed control architecture with remote dynamic proxies (RPDs)
and virtual coupling coordination of two users involved in cooperative manipulation
of a shared virtual object introduced in Figure 3.3. The remote dynamic proxies are
shaded, and their connection to the corresponding haptic device is bolded.

The open-loop continuous-time model of the system comprises the dynamics of

the haptic devices and of the peers’ copies of the virtual environment which, in turn,

include the remote dynamic proxies. These dynamics have been derived in Equa-

tions (3.15) to (3.18). Equations (3.11) to (3.14) comprise the feedback of the system.

Equations (3.19) to (3.22) provide the feedback, according to which the system inputs

can be computed from:

• position and velocity outputs sampled at the (fast) force control rate Tc: x1 ,

ẋ1 , x2 , ẋ2 , x21 , ẋ21 , x12 , ẋ12 ;

• position and velocity outputs sampled at the (slow) network update rate Tn:

x1n , ẋ1n , x2n , ẋ2n .
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Figure 4.4: The distributed virtual coupling-based control system, including the hap-
tic devices (HD), the remote dynamic proxies (RDP), and the shared virtual environ-
ment (SVE).

To derive the open-loop state space representation of the haptic cooperative ma-

nipulation in the form of Equation (4.1), the continuous state space dynamics of the

two haptic devices (HD) and of the two remote dynamic proxies (RDP) can be written

as: (
ẋHD1

ẍHD1

)
=

[
0 1

0 −bHD1/mHD1

](
xHD1

ẋHD1

)
+

[
0

−1/mHD1

](
FVC1

)
(4.34)

(
ẋHD2

ẍHD2

)
=

[
0 1

0 −bHD2/mHD2

] (
xHD2

ẋHD2

)
+

[
0

−1/mHD2

](
FVC2

)
(4.35)

(
ẋ21

ẍ21

)
=

[
0 1

0 −bHD2/mHD2

](
x21

ẋ21

)
+

[
0 0 0

1/mHD2 1/mHD2 1/mHD2

]


FVC1

FRDP21c

FRDP21n




(4.36)
(

ẋ12

ẍ12

)
=

[
0 1

0 −bHD1/mHD1

](
x12

ẋ12

)
+

[
0 0

1/mHD1 1/mHD1 1/mHD1

]


FVC2

FRDP12c

FRDP12n




(4.37)

Equations (4.2) to (4.7) can be grouped based on the peer site. In particular, at the
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Peer 1 site:

ẋ14×1
=




ẋ1

ẍ1

ẋ21

ẍ21




=




0 1 0 0

0 −bHD1/mHD1 0 0

0 0 0 1

0 0 0 −bHD2/mHD2







x1

ẋ1

x21

ẋ21




+




0 0 0

−1/mHD1 0 0

0 0 0

1/mHD2 1/mHD2 1/mHD2







FVC1

FRDP21c

FRDP21n




= A14×4
x14×1

+
[
B1c4×2

B1n4×1

]
6×6

(
u1c2×1

u1n1×1

)

3×1

(4.38)

where:

B1c4×2
=




0 0

−1/mHD1 0

0 0 0

1/mHD2 1/mHD2




(4.39)

B1n4×1
=




0

0

0

1/mHD2




(4.40)
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and:

(
u1c2×1

u1n1×1

)

3×1

=
(
FVC1 FRDP21c FRDP21n

)T

=




KVC1 BVC1 −KVC1 −BVC1 0 0

0 0 −KRDP −BRDP 0 0

0 0 0 0 KRDP BRDP







x1

ẋ1

x21

ẋ21

x2n

ẋ2n




=

[
F1c2×4

0
2×2

0
1×4

F1n1×2

]

3×6

(
y1c4×1

y1n2×1

)

6×1

(4.41)

At the Peer 2 site:

ẋ24×1
=




ẋ2

ẍ2

ẋ12

ẍ12




=




0 1 0 0

0 −bHD2/mHD2 0 0

0 0 0 1

0 0 0 −bHD1/mHD1







x2

ẋ2

x12

ẋ12




+




0 0 0

−1/mHD2 0 0

0 0 0

1/mHD1 1/mHD1 1/mHD1







FVC2

FRDP12c

FRDP12n




= A24×4
x24×1

+
[
B2c4×2

B2n4×1

]
6×6

(
u2c2×1

u2n1×1

)

3×1

(4.42)

where:

B2c4×2
=




0 0

−1/mHD2 0

0 0 0

1/mHD1 1/mHD1




(4.43)
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B2n4×1
=




0

0

0

1/mHD1




(4.44)

and:

(
u2c2×1

u2n1×1

)

3×1

=
(
FVC2 FRDP12c FRDP12n

)T

=




KVC2 BVC2 −KVC2 −BVC2 0 0

0 0 −KRDP −BRDP 0 0

0 0 0 0 KRDP BRDP







x2

ẋ2

x12

ẋ12

x1n

ẋ1n




=

[
F2c2×4

0
2×2

0
1×4

F2n1×2

]

3×6

(
y2c4×1

y2n2×1

)

6×1

(4.45)

The continuous-time state-space dynamics of the open-loop direct user-to-user haptic
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interaction are obtained as:

ẋ
8×1

= A
8×8

x
8×1

+ B
8×6

u
6×1

= A
8×8

x
8×1

+
[
Bc8×2

Bc8×2
Bn8×1

Bn8×1

]
8×6




u1c2×1

u2c2×1

u1n1×1

u2n1×1




⇐⇒
(

ẋ14×1

ẋ24×1

)
=

[
A14×4

0
4×4

0
4×4

A24×4

](
x14×1

x24×1

)
+

[
B1c4×2

0
4×2

B2n4×1
0

4×1

0
4×2

B1c4×2
0

4×1
B2n4×1

]



u1c2×1

u2c2×1

u1n1×1

u2n1×1




⇐⇒


ẋ1

ẍ1

ẋ21

ẍ21

ẋ2

ẍ2

ẋ12

ẍ12




=

[
A14×4

0
4×4

0
4×4

A24×4

]




x1

ẋ1

x21

ẋ21

x2

ẋ2

x12

ẋ12




+

[
B1c4×2

0
4×2

B2n4×1
0

4×1

0
4×2

B1c4×2
0

4×1
B2n4×1

]




FVC1

FRDP21c

FVC2

FRDP12c

FRDP21n

FRDP12n




(4.46)

where:

u1c2×1
=

(
FVC1 FRDP21c

)T

(4.47)

u2c2×1
=

(
FVC2 FRDP12c

)T

(4.48)

u1n2×1
=

(
FRDP21n

)T

(4.49)

u2n2×1
=

(
FRDP12n

)T

(4.50)
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The output equation is:

y
12×1

=




y1c4×1

y2c4×1

y1n2×1

y2n2×1




= C
12×8

x
8×1

=




C1c4×8

C2c4×8

C1n2×8

C2n2×8




12×8

x
8×1

⇐⇒


x
8×1

x2n

ẋ2n

x1n

ẋ1n




=




I
8×8

0
2×2

0
2×2

I
2×2

0
2×2

I
2×2

0
2×2

0
2×2

0
2×2


x

8×1
(4.51)

where:

y1c4×1
= C1c4×8

x8×1 (4.52)

y2c4×1
= C2c4×8

x8×1 (4.53)

y1n2×1
=

(
x2n ẋ2n

)T

(4.54)

y2n2×1
=

(
x1n ẋ1n

)T

(4.55)
(

C1c4×8

C2c4×8

)
= I

8×8
(4.56)

C1n2×8
=

[
0

2×2
0

2×2
I

2×2
0

2×2

]
(4.57)

C2n2×8
=

[
I

2×2
0

2×2
0

2×2
0

2×2

]
(4.58)

The feedback equation is:

u
6×1

= F
6×12

y
12×1

⇐⇒

u
6×1

=




F1c2×4
0

2×4
0

2×2
0

2×2

0
2×4

F2c2×4
0

2×2
0

2×2

0
1×4

0
1×4

F1n1×2
0

1×2

0
1×4

0
1×4

0
1×2

F2n1×2







y1c4×1

y2c4×1

y1n1×1

y2n1×1




(4.59)
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4.2 Discretization of the Control System and De-

lay Augmentation

The closed loop system formed by the two cooperating users, their local copies of the

shared virtual environment (including the local copies of the shared virtual objects

and the remote dynamic proxies) and the coordinating virtual couplers is:

• a sampled-data system because of the discrete nature of the virtual environment

simulation.

• a system with multiple rates because the network transmission rate of 128 Hz is

lower than the 1024 Hz rate of the local force feedback loops at the networked

users.

Hence, the open-loop haptic cooperation system is discretized according to the multi-

rate methodology introduced in [59]2. The discretization is only briefly overviewed

in this section, and is presented in detail in Appendix A.1 for cooperative manipu-

lation of a shared virtual object, and in Appendix A.2 for direct user-to-user haptic

interaction.

According to the methodology in [59], the expanded state vector is defined as:

xD [k] =




x ((k − 1) T0 + τ0)

x ((k − 1) T0 + 2τ0)
...

x ((k − 1) T0 + (N0 − 1) τ0)

x (kT0)




(4.60)

where k is the sampling time index. The output vector is augmented via:

yD [k] =

(
yDc [k]

yDn [k]

)
, where yDi

[k] =




yDi
(kT0)

yDi
(kT0 + Ti)

...

yDi
(kT0 + (Ni − 1) Ti)




(4.61)

2The open-loop system is the system without the feedback Equations (4.33) and (4.59) for coop-
erative manipulation and for direct user-to-user interaction, respectively.
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In the presence of computational and/or communication channel delay, the ex-

panded input vector uD can be defined as:

uD [k] =

(
uDc [k]

uDn [k]

)
, where uDi

[k] =




uDi
(kT0)

uDi
(kT0 + Ti)

...

uDi
(kT0 + (Ni − 1) Ti)




(4.62)

In Equations (4.61) and (4.62), i ∈ {c, n}.
With the above definitions, the discrete-time state space representation of the

open-loop haptic cooperation system can be written as:

xD [k + 1] = ADxD [k] + BDuD [k]

yD [k] = CD

(
U1xD [k + 1] + U2xD [k]

)
(4.63)

where U1 = blockdiag
(
I

nx
, . . . , I

nx
,0

nx

)
and U2 = blockdiag

(
0

nx
, . . . ,0

nx
, I

nx

)
.

Hence, the discrete-time state-space representation can be derived in the form:

xD [k + 1] = ADxD [k] + BDuD [k]

yD [k] = ĈDxD [k] + D̂DuD [k] (4.64)

where ĈD = CDU1AD + CDU2 and CDU1BD .

To integrate the communication channel and/or computational delay into the

discrete-time state-space representation of the haptic cooperation system, the state

vector can be augmented with the delayed input signals as in [2]. The delay aug-

mentation generates the new matrices ÃD, B̃D, C̃D, D̃D, and the new augmented

state vector x̃D[k] and augmented input vector ũD[k]. The detailed derivations of

these matrices and vectors are presented in the Appendix A.1.2 and Appendix A.2.2.

The closed-loop discrete-time system augmented with the delay can be obtained upon

using the feedback law:

ũD = FDyD (4.65)

The feedback gain matrix FD has constant elements that are the stiffness and damp-

ing parameters of all the virtual couplers in the control system. Given the state

space representation of the open loop system augmented with computational and/or
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communication delay, the state space transition matrix of the closed loop system is

computed via:

AC
D = ÃD + B̃DFD(I − D̃DFD)−1C̃D (4.66)

Lastly, the closed-loop system is stable if and only if all the eigenvalues of this matrix

are inside the unit circle.

4.3 Stability Analysis

To ensure that the analysis results are comparable with previous research in [2], pa-

rameters in this analysis are chosen as [2]: mHD = 0.1kg; mO1 = mO2 = 0.4kg; the

damping of all virtual couplers is 10Ns/m; and the update rates are Tc = 1/1024s

for haptic rendering and Tn = 1/128s for network transmission. Constant combined

communication/computational delays of nt = 0, 1, 2, 3 network sample times are con-

sidered in the analysis.

Figure 4.5: Stability region for KVC1 = KVC2 = 2000N/m,KRDP = 500N/m
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Figure 4.6: Stability region for KVC21 = KVC12 = 300N/m,KRDP = 500N/m.

Similar analysis is also conducted for the peer-to-peer virtual coupling scheme

in [1], which consists only the local contact (KVC1 = KVC2) and the coordinating

virtual coupler between distributed copies of the shared virtual object(KT). The

corresponding analysis result is demonstrated in Figure 4.9 For comparison, other

parameters are chosen the same as the above analysis.

Comparing to the distributed control architecture in [2] and the peer-to-peer

scheme with virtual coupling in [1], the proposed control architecture is theoretically

predicted to maintain similar local contact stiffness (KVC1 and KVC2) and coordi-

nating virtual coupler stiffness (KT), yet it achieves largely improved remote contact

stiffness(KVC21 and KVC12). With this improved boundary remote contact stiffness,

potentially larger position difference between the distributed copies resulting from

the compliant virtual couplers controlling the remote dynamic proxies can be com-

pensated by improving the remote contact stiffness. Note that for given local contact

stiffness KVC1 = KVC2 and remote contact stiffness KVC21 = KVC12 in the presence

of a specific delay, the KRDP and the KT are approximately limited within a inverse

proportional boundary Figure 4.8. When applied to direct user-to-user contact, the
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Figure 4.7: Stability region for KT = 1000N/m,KRDP = 500N/m.

proposed control architecture is predicted to achieve much stiffer contact for different

delay steps (Figure 4.10).

In comparison, the distributed control architecture in [2] can maintain control

stability for different delay step in the presence of much lower contact stiffness under

the same other conditions.(Figure 4.11)

4.4 Summary

This Chapter theoretically analyzes the distributed control architectures with vir-

tual coupling coordination and derives its boundary stiffness for control stability. By

applying the mathematical framework for the modeling and analysis of cooperative

multi-rate haptic control systems for rigid objective manipulation in [2], theoretical

prediction is conducted for the proposed control architecture in the presence of 1 KHz

haptic rendering rate and 128 Hz network transmission rate. Stability regions with

boundary stiffness of virtual coupling controller are expressively depicted for different

network delay steps when the proposed control architecture is applied to cooperative
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Figure 4.8: Stability region for KVC1 = KVC2 = KVC21 = KVC12 = 4000N/m.

manipulation of the shared virtual object and direct user-to-user contact. Comparing

to the peer-to-peer scheme with virtual coupling in [1] and the distributed control

architecture in [2], the proposed control architecture with remote dynamic proxies

and virtual coupling coordination is theoretically predicted to maintain similar lo-

cal contact stiffness and coordinating virtual coupler stiffness, yet it achieves largely

improved remote contact stiffness. With this improved remote contact stiffness, po-

tentially larger position difference between the distributed copies resulting from the

compliant virtual couplers controlling the remote dynamic proxies can be compen-

sated by improving the remote contact stiffness. For the direct user-to-user contact,

the proposed control architecture is predicted to render much higher contact stiffness,

with smoothed users motion and force perception.
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Figure 4.9: Stability region for peer-to-peer virtual coupling scheme.
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Figure 4.10: Stability region of the proposed distributed control architecture with
virtual coupling and remote dynamic proxies, when applied to direct user-to-user
contact.
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Figure 4.11: Stability region of the distributed control architecture in [2], when ap-
plied to direct user-to-user contact.
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Chapter 5

Experiments

This chapter experimentally contrasts the proposed distributed control architectures

to several recently designed distributed control architectures in [20], [1] and [2].

The experimental comparison among the the Proposed Control Architecture 1 (the

Distributed Control Architecture with Virtual Coupling Coordination and Remote

Dynamic Proxies), the Reference Control Architecture 1 (the Peer-to-peer Scheme

with Virtual Coupling Controller in [20]) and the Reference Control Architecture 2

(the Distributed Control Architecture in [2]) confirms the analysis results in Chap-

ter 4. This comparison shows that, in coordinating the distributed copies of the shared

virtual object, the Proposed Control Architecture 1 achieves much higher performance

than Reference Control Architecture 1, and that this performance is comparable to

the performance of the Reference Control Architecture 2. In addition, the Proposed

Control Architecture 1 renders smooth motion of users in the virtual environment of

their distant peers, which results in continuous visual display. However, the virtual

coupling control adds viscous damping to the simulated shared virtual objects in the

presence of communication delay. Therefore, all the three control architectures in-

volved in the comparison can not realistically render the motion of a shared virtual

object designed as a pure mass. As the Proposed Control Architecture 1 includes

the largest number of virtual coupling controllers for coordination, it introduces the

largest additional damping to the shared virtual object.

The experiments involving both the cooperative manipulation and direct user-to-

user contact are repeated to contrast the Proposed Control Architecture 2 (the Dis-

tributed Control Architecture with Wave-based Coordination and Remote Dynamic

Proxies) to the Reference Control Architecture 3 (the Peer-to-Peer Scheme with Wave

Variable Delay Compensation in [1]). Both architectures with wave-based commu-
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nications outperform the control architectures with virtual coupling coordination in

rendering realistic dynamic properties of the shared virtual object. Furthermore,

the inertia rendered via the Proposed Control Architecture 2 has smaller variation

and less derivation from the theoretical expectance than the inertia rendered via the

Reference Control Architecture 3.

It is notable that the remote dynamic proxies help both proposed control archi-

tectures to maintain stable interaction and to render smooth motion of distant user

in the presence of high contact stiffness regardless of whether the users cooperatively

manipulate a shared virtual object or interact with each other directly. Furthermore,

the performance of both architectures in coordinating the distributed copies of the

shared virtual object is comparable for the same constant network delay. However, as

the two proposed control architectures employ different controllers for coordination,

their performance differs in several aspects. First, both during cooperative manipula-

tion and during direct user-to-user interaction, the proposed control architecture with

virtual coupling coordination adds more damping to the shared virtual environment

than the control architecture with wave-based coordination. Secondly, the proposed

control architecture with wave-based coordination renders stable cooperative manipu-

lation and direct user-to-user contact in the presence of much longer constant network

delay than the proposed control architecture with virtual coupling coordination.

5.1 Reference Schemes for Comparison

5.1.1 Reference Control Architecture 1: Peer-to-Peer Scheme

with Virtual Coupling Controller [1]

The peer-to-peer scheme with virtual coupling controller is shown in Figure 5.1. As

depicted in Figure 5.1, the virtual environment of each peer includes a copy of the

shared virtual object in a rigid enclosure that allows it to move only horizontally. Note

that in all the experiments in this chapter, the shared virtual object is a shared virtual

cube. mHDi and bHDi are the mass and the damping of the haptic interfaces; mOi

and bOi are the mass and the damping of Peer i’s copy of the shared virtual object;

KVCi and BVCi are the stiffness and the damping of the contact between Peer i and

its copy of the virtual object; FVCi is the interaction force between the haptic device

of Peer i and its local copy of the virtual object; KT and BT are the stiffness and the

damping of coordinating virtual coupling controller between the distributed copies of
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the shared virtual object; FTi is the coordinating force between the distributed copies

of the shared virtual object; xOi and ẋOi are the position and the velocity of Peer i’s

copy of the virtual object; xOin and ẋOin are the position and velocity commands sent

by Peer i’s copy of the virtual object to the peer user; lastly, Fhi is the force applied

by the i-th user to their device. The network delay is represented as Td for both the

forward and the return pathes.

Figure 5.1: The Peer-to-Peer Scheme with Virtual Coupling Controller.

In this control architecture, the two copies of the shared virtual object are con-

nected through a virtual coupling controller. The mass of the shared virtual object

is equally divided between the two cube copies. The damping of the shared virtual

object is inherited by the two cube copies. The interaction forces applied on the hap-

tic devices and on the copies of the shared virtual object are given in Equations (5.1)

to (5.8):

• for the peer haptic devices:

Fh1 − FVC1 = mHD1ẍ1 + bHD1 ẋ1 (5.1)

Fh2 − FVC2 = mHD2ẍ2 + bHD2 ẋ2 (5.2)

• for the copies of the shared virtual object:

FVC1 − FT1 = mO1ẍO1 + bOiẋO1 (5.3)

FVC2 − FT2 = mO2ẍO2 + bO2ẋO2 (5.4)
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where:

FVC1 = KVC1(x1 − xO1) + BVC1(ẋ1 − ẋO1) (5.5)

FVC2 = KVC1(x2 − xO2) + BVC1(ẋ2 − ẋO2) (5.6)

FT1 = KT(xO1 − xO2n) + BT(ẋO1 − ẋO2n) (5.7)

FT2 = KT(xO2 − xO1n) + BT(ẋO2 − ẋO1n) (5.8)

With the virtual coupling connection between the cube copies, this control architec-

ture maintains control stability in the presence of constant and time-varying network

delay. While achieving higher performance in position coherency between the copies

of the shared virtual object, increasingly larger network delay leads to latent response

of position and velocity signals from the peer sides, which makes the users feel that

the shared virtual object become heavier accordingly.

5.1.2 Reference Control Architecture 2: Distributed Control

Architecture [2]

As shown in Figure 5.2, the distributed control architecture in [2] transmits to the

peer sides the positions and the velocities of the haptic devices in addition to the

positions and the velocities of copies of the shared virtual object. Therefore, the hap-

tic devices are kinematically represented at their remote peers’ sides, which enables

haptic rendering of direct user-to-user interaction among the cooperative users.

Figure 5.2: The Distributed Control Architecture in [2].

As in the Reference Control Architecture 1, the two copies of the shared virtual
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object are connected through a virtual coupling controller. The mass of the shared

virtual object is equally divided between the two cube copies. The damping of the

shared virtual object is inherited by the two copies. The interaction forces applied

on the haptic devices and on the copies of the shared virtual object are given by

Equations (5.9) to (5.18):

• for the peer haptic devices:

Fh1 − FVC1 = mHD1ẍ1 + bHD1 ẋ1 (5.9)

Fh2 − FVC2 = mHD2ẍ2 + bHD2 ẋ2 (5.10)

• for the local copies of the shared virtual object:

FVC1 − FT1 + FVC21 = mO1ẍO1 + bO1 ẋO1 (5.11)

FVC2 − FT2 + FVC12 = mO2ẍO2 + bO2 ẋO2 (5.12)

where:

FVC1 = KVC1(x1 − xO1) + BVC1(ẋ1 − ẋO1) (5.13)

FVC2 = KVC2(x2 − xO2) + BVC2(ẋ2 − ẋO2) (5.14)

FT1 = KT(xO1 − xO2n) + BT(ẋO1 − ẋO2n) (5.15)

FT2 = KT(xO2 − xO1n) + BT(ẋO2 − ẋO1n) (5.16)

FVC12 = KVC12(x1n − xO2) + BVC12(ẋ1n − ẋO2) (5.17)

FVC21 = KVC21(x2n − xO1) + BVC21(ẋ2n − ẋO1) (5.18)

In Figure 5.2, mHDi and bHDi are the mass and the damping of the i-th haptic interface;

mOi and bOi are the mass and the damping of Peer i’s copy of the shared virtual object;

KVCi and BVCi are the stiffness and the damping of the contact between Peer i and

its copy of the virtual object; FVCi is the interaction force between Peer i and its copy

of the virtual object; KT and BT are the stiffness and the damping of coordinating

virtual coupling controller between the distributed copies of the shared virtual object;

FVCi is the coordinating force between the distributed copies of the shared virtual

object; KVCij and BVCij are the stiffness and the damping of the contact between the

kinematic representation of Peer i and Peer j-th copy of the virtual object; FVCij is
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the interaction force between the kinematic representation of Peer i and Peer j-th

copy of the virtual object; xi and ẋi are the position and the velocity of the i-th haptic

device; xOi and ẋOi are the position and the velocity of Peer i’s copy of the virtual

object; xij and ẋij are the position and the velocity of the kinematic representation

of Peer i in the virtual environment of Peer j; xin and ẋin are the position and the

velocity commands sent by the i-th haptic device to their peers; xOin and ẋOin are the

position and velocity commands sent by Peer i’s copy of the virtual object to the peer

users; lastly, Fhi is the force applied by the i-th user to their device. Since FVCi and

FVCij represent contacts, they are unilateral forces activated by collision detection.

For direct user-to-user contact, the Reference Control Architecture 2 is shown

in Figure 5.3, and the dynamics of the interaction are given by Equations (5.19)

to (5.22):

• for the peer haptic devices:

Fh1 − FVC1 = mHD1ẍ1 + bHD1 ẋ1 (5.19)

Fh2 − FVC2 = mHD2ẍ2 + bHD2 ẋ2 (5.20)

where:

FVC1 = KVC1(x1 − x2n) + BVC1(ẋ1 − ẋ2n) (5.21)

FVC2 = KVC2(x2 − x1n) + BVC2(ẋ2 − ẋ1n) (5.22)

5.1.3 Reference Control Architecture 3: Peer-to-Peer Scheme

with Wave Variable Delay Compensation [1]

The peer-to-peer scheme with wave variable delay compensation (Figure 5.4) employs

wave-based control to coordinate the copies of the shared virtual object. In this

scheme, the positions and the velocities of the copies of the shared virtual object xOid

and ẋOid are transmitted in the form of wave variables UoutOi
and uoutOi

by Peer i’s

copy of the virtual object to the peer user. This scheme renders realistic forces during

cooperative manipulation of the shared virtual object at the expense of low position

coherency between the copies of the shared virtual object. The interaction forces

applied on the haptic devices and on the copies of the shared virtual object are given

by Equations (5.23) to (5.30):
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Figure 5.3: The Distributed Control Architecture in [2], applied to direct user-to-user
contact.

• for the peer haptic devices:

Fh1 − FVC1 = mHD1ẍ1 + bHD1 ẋ1 (5.23)

Fh2 − FVC2 = mHD2ẍ2 + bHD2 ẋ2 (5.24)

• for the copies of the shared virtual object:

FVC1 − FT1 = mO1ẍO1 + bO1ẋO1 (5.25)

FVC2 − FT2 = mO2ẍO2 + bO2ẋO2 (5.26)

where:

FVC1 = KVC1(x1 − xO1) + BVC1(ẋ1 − ẋO1) (5.27)

FVC2 = KVC2(x2 − xO2) + BVC2(ẋ2 − ẋO2) (5.28)

FT1 = KT(xO1 − xO2d
) + BT(ẋO1 − ẋO2d

) (5.29)

FT2 = KT(xO2 − xO1d
) + BT(ẋO2 − ẋO1d

) (5.30)

In [1], the wave variables are only used to transmit the velocity signals. How-

ever, this dissertation will implement all wave-based controllers to transmit the wave

integral for the positions in addition to wave signals. For programming simplicity,
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Figure 5.4: The Peer-to-Peer Scheme with Wave Variable Delay Compensation.

these wave-based controllers employ the peer-to-peer symmetric configuration of wave

variable control introduced in Chapter 4.

5.2 Experiment Setup

Figure 5.5 illustrates the experimental networked haptic cooperation system. The

system comprises two FALCON NOVINT haptic devices respectively connected to

two personal computers. One computer runs Window XP on an Intel Core 2 Duo

CPU at 2.67GHz with 2 GB RAM. The other computer runs Window Vista on an

Intel Core 2 Duo CPU at 1.67GHz with 3 GB RAM. The haptic devices provide

three degrees of freedom (3 DOF) displacement sensing and force rendering and,

thus, enable point interaction in 3 DOF virtual environments. The computers are

located in the same laboratory, and can be screened from each other to prevent users

from seeing each other’s display. Copies of a shared virtual environment comprising

a rigid cube in a rigid enclosure are generated on each computer as C++ console

applications. The computers communicate over the network via the UDP protocol.

In the following experiments, the network environment is simulated via the Wide

Area Network Emulator (WANem) [60]. The WANem runs on a separate personal

computer. The position sensing and force rendering rate of the FALCON NOVINT

haptic devices is 1KHz. The data transmission rate is 128Hz.

The experiments in Section 5.3, Section 5.4 and Section 5.5 contrast: (1) the

proposed control architectures to the reference control architectures, and (2) the two
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WANem

Emulated Network Environment

Peer 1 Peer 2

Figure 5.5: The experimental networked haptic cooperation system.

proposed control architectures against each other. In particular, the architectures

involved in the experimental comparisons will be denoted as:

• PCA 1: the Proposed Control Architecture 1, i.e., the distributed control

architecture with remote dynamic proxies and virtual coupling coordination;

• PCA 2: the Proposed Control Architecture 1, i.e., the distributed control

architecture with remote dynamic proxies and wave-based coordination;

• RCA 1: the Reference Control Architecture 1, i.e., the peer-to-peer virtual

coupling scheme in [1]);

• RCA 2: the Reference Control Architecture 2, i.e., the distributed control

architecture in [2]);

• RCA 3: the Reference Control Architecture 3, i.e., the peer-to-peer scheme

with wave variable delay compensation [1].

To ensure comparable experiments, some experiments replace the two human peers

with forces applied to each FALCON NOVINT device through commands sent to mo-

tors via software. Effectively, this eliminates the inherent damping of the users’ hands

from the interaction. Since the two haptic interfaces are impedance type devices, the

controlled forces have no stabilizing effect compared to user-applied forces. Such con-

trolled experiments are used to investigate both the cooperative manipulation of a



90

shared virtual cube and the direct interaction between two remote users. Experiments

with human users are also conducted for illustration purposes.

In all experiments in this chapter, general parameters are chosen consistently as:

the mass of the virtual cube is mO1 = mO2 = 0.5mO = 0.125kg, and the mass of the

remote dynamic proxies is mHD1 = mHD2 = 0.01kg; damping is incorporated neither

in the remote dynamic proxies nor in the virtual cube, i.e., bO1 = bO2 = bHD1 =

bHD2 = 0Ns/m; a constant network delay Td = 50 ms is emulated via the WANem;

Tc = 1/1024 s is the haptic rendering; Tn = 1/128 s is the network update rate.

In the cooperative manipulation experiments, the default parameters for the stiff-

ness of the various controllers are: In the direct user-to-user interaction experiments,

Controller parameters RCA 1 RCA 2 PCA 1 RCA 3 PCA 2
KVC1 = KVC2 (N/m) 4000 4000 4000 4000 4000
KVC21 = KVC12 (N/m) N/A 2000 10000 N/A 10000
KT (N/m) 2000 2000 2000 2000 2000
KRDP (N/m) N/A N/A 1000 N/A 1000

Table 5.1: Default parameters of virtual coupling controllers for cooperative manip-
ulation experiments.

the default parameters for the stiffness of the various controllers are: In all experi-

Controller parameters RCA 2 PCA 1 PCA 2
KVC1 = KVC2 (N/m) 2000 4000 4000
KRDP (N/m) N/A 1000 1000

Table 5.2: Default parameters of virtual coupling controllers for direct user to user
interaction experiments.

ments, the damping of the various controllers are: BVC1 = BVC2 = BVC21 = BVC12 =

3Ns/m; BT = 200Ns/m; BRDP = 200Ns/m.

All experiments are conducted in a three dimensional shared virtual environment.

The virtual environment includes a rigid enclosure that allows the users and the shared

virtual object (a cube) to move only along the horizontal x-axis and thus, ensures the

same initial conditions among successive experiments. In the controlled cooperative

manipulation experiments, the two users are initially at rest and in contact with the

shared virtual cube. Figure 5.6 is the snapshot of the initial conditions displayed to

Peer 1. During the experiment, Peer 1 pushes the virtual cube and Peer 2 with a



91

constant controlled force Fh1 = 5N, whereas Peer 2 applies no force onto the shared

virtual cube.

X

Y

Z

Fh1

Peer 1 Peer 2

Figure 5.6: Snapshot of initial condition displayed to Peer 1 in the controlled coop-
erative manipulation experiments.

In the cooperative manipulation experiments with human users, the two human

users are initially at rest and not in contact with the virtual cube, which is placed

between them. Figure 5.7 is the snapshot of the initial conditions displayed to Peer 1.

During the experiment, the two users initiate, maintain and break contact with the

virtual cube. The users are instructed to perform the same manipulation during

successive experiments.

X

Y

Z

Peer 1 Peer 2

Figure 5.7: Snapshot of initial condition displayed to Peer 1 in the cooperative ma-
nipulation experiments with human users.

In the controlled experiments that investigate direct user-to-user interaction, the

two users are initially at rest and in contact with each other. Figure 5.8 is the snapshot

of the initial conditions displayed to Peer 1. During the experiment, Peer 1 pushes

Peer 2 with a constant controlled force Fh1 = 5N, whereas Peer 2 applies no force

onto Peer 1.

In the experiments that investigate direct interaction between human users, the

two users are initially at rest and not in contact with each other. Figure 5.9 is the

snapshot of the initial conditions displayed to Peer 1. During the experiment, the
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Figure 5.8: Snapshot of initial condition displayed to Peer 1 in controlled direct user-
to-user interaction experiments.

two users initiate, maintain and break contact each other. The users are instructed

to perform the same interaction during successive experiments.

Peer 1 Peer 2
X

Y

Z

Figure 5.9: Snapshot of initial condition displayed to Peer 1 in direct user-to-user
interaction with human users.

5.3 Experimental Comparison among the Refer-

ence Control Architecture 1, the Reference Con-

trol Architecture 2 and the Proposed Control

Architecture 1

This section contrasts the Proposed Control Architecture 1 to the Reference Control

Architecture 1 and to the Reference Control Architecture 2. Experiment I (Section

5.3.1) illustrates controlled cooperative manipulation. Experiment II (Section 5.3.2)

demonstrates cooperative manipulation between two human users. Experiment III

(Section 5.3.3) depicts controlled direct user-to-user interaction. Lastly, experiment

IV (Section 5.3.4) presents direct user-to-user interaction between two human users.

As the Reference Control Architecture 1 can not render direct user-to-user interaction,
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only the Reference Control Architecture 2 and the Proposed Control Architecture 1

are employed in the Experiment III and Experiment IV.

5.3.1 Experiment I - Controlled Cooperative Manipulation

of the Shared Virtual Cube

Section 5.3.1 contrasts the Proposed Control Architecture 1 to the Reference Control

Architecture 1 and to the Reference Control Architecture 2 in controlled cooperative

manipulation experiments. Figure 5.10, Figure 5.11 and Figure 5.12 demonstrate the

position and the force feedback during controlled cooperative manipulation of the

shared virtual cube via the Reference Control Architecture 1, via the Reference Con-

trol Architecture 2 and via the Proposed Control Architecture 1, respectively. The

dynamics of all elements in the shared virtual environment and the task completion

times demonstrate the features and the performance of the different control archi-

tectures. These figures show that the Proposed Control Architecture 1 renders the

smoothest motion of the remote user, which results in smooth force feedback to the

users. However, due to the virtual coupling coordination of the shared virtual object

and of the remote dynamic proxies, the Proposed Control Architecture 1 renders a

predominantly viscous virtual environment.

Figure 5.13 shows the position coherency performance of the three control architec-

tures with virtual coupling coordination. As Figure 5.13 illustrates, the much higher

stiffness of the remote contact helps the Proposed Control Architecture 1 to achieve

better performance than that of the Reference Control Architecture 1 in coordinating

the distributed cube copies. This performance is comparable to the performance of

the Reference Control Architecture 2. Among the three control architectures in com-

parison, the Proposed Control Architecture 1 leads to the longest task completion

time. This result confirms that virtual couplers implemented over communication

channels with network delay add viscous damping to the simulated virtual elements

that they connect [2].

5.3.2 Experiment II - Cooperative Manipulation of the Shared

Virtual Cube by Human Users

Section 5.3.2 contrasts the Proposed Control Architecture 1 to the Reference Con-

trol Architecture 1 and to the Reference Control Architecture 2 through cooperative
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Figure 5.10: Controlled cooperative manipulation of the shared virtual cube, rendered
via the Reference Control Architecture 1. KVC1 = KVC2 = 4000N/m, KT = 2000
N/m.

manipulations of the virtual cube performed by with human users. Figure 5.14, Fig-

ure 5.15 and Figure 5.16 demonstrate the position and the force feedback rendered

by the Reference Control Architecture 1, by the Reference Control Architecture 2

and by the Proposed Control Architecture 1, respectively. These figures confirm that

Proposed Control Architecture 1: (1) renders smooth motion of the remote users;

and (2) renders a predominantly viscous virtual environment.

Figure 5.17 shows the position coherency performance of the three control archi-

tectures that use virtual coupling coordination during cooperative manipulation of a

shared virtual cube by two human users. The experimental results in this figure con-

firm the conclusion in Section 5.3.2: the remote dynamic proxies help the Proposed

Control Architecture 1 to achieve higher position coherency than the Reference Con-

trol Architecture 1 and this performance is comparable to that of Reference Control

Architecture 2.
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Figure 5.11: Controlled cooperative manipulation of the shared virtual cube, ren-
dered via the Reference Control Architecture 2. KVC1 = KVC2 = 4000N/m,KVC21 =
KVC12 = 2000N/m, KT = 2000 N/m.
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Figure 5.12: Controlled cooperative manipulation of the shared virtual cube, rendered
via the Proposed Control Architecture 1. KVC1 = KVC2 = 4000N/m, KVC21 =
KVC12 = 10000N/m, KT = 2000N/m, KRDP = 1000Ns/m.
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Figure 5.13: Position coherency for Cooperative Manipulation with controlled forces
rendered (1) via the Reference Control Architecture 1 (RCA 1), (2) via the Reference
Control Architecture 2 (RCA 2), and (3) via the Proposed Control Architecture 1
(PCA 1).
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Figure 5.14: Cooperative manipulation of the shared virtual cube by human users,
rendered via the Reference Control Architecture 1. KVC1 = KVC2 = 4000N/m,
KT = 2000 N/m.
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Figure 5.15: Cooperative manipulation of the shared virtual cube by human
users, rendered via the Reference Control Architecture 2. KVC1 = KVC2 =
4000N/m,KVC21 = KVC12 = 2000N/m, KT = 2000 N/m.
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Figure 5.16: Cooperative manipulation of the shared virtual cube by human users,
rendered via the Proposed Control Architecture 1. KVC1 = KVC2 = 4000N/m,
KVC21 = KVC12 = 10000N/m, KT = 2000N/m, KRDP = 1000Ns/m.
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Figure 5.18: Controlled direct user-to-user interaction, rendered via the Reference
Control Architecture 2. KVC1 = KVC2 = 2000N/m, Td = 50 ms

5.3.3 Experiment III - Controlled Direct User-to-User Inter-

action

This section illustrates the position and the force feedback during controlled di-

rect user-to-user interaction rendered via the Reference Control Architecture 2 (Fig-

ure 5.18) and via the Proposed Control Architecture 1 (Figure 5.19), respectively1.

These figures show that the Proposed Control Architecture 1 renders smooth motion

of the remote user, which results in the smooth force feedback applied to the users.

The discontinuous motion of the remote users rendered by the Reference Control

Architecture 2 prevents it from rendering high contact stiffness during direct user-

to-user interaction. As Figure 5.18 shows, the interaction rendered via the Reference

Control Architecture 2 is stable for a contact stiffness of up to 2000 N/m, although

the motion of the remote users is perceived as discontinuous. However, the Proposed

Control Architecture 1 maintains the interaction stable for a contact stiffness of up

to 4000 N/m in the presence of 50 ms constant network delay. For the same contact

stiffness and network delay, the interaction becomes unstable when rendered via the

Reference Control Architecture 2.

1Note that the Reference Control Architecture 1 cannot render direct user-to-user interaction.
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Figure 5.19: Controlled direct user-to-user interaction, rendered via the Proposed
Control Architecture 1. KVC1 = KVC2 = 4000N/m, KRDP = 1000Ns/m, Td = 50 ms

5.3.4 Experiment IV - Direct Interaction between Human

Users

This section illustrates the position and the force feedback during direct interaction

between two human users rendered via the Reference Control Architecture 2 (Fig-

ure 5.20) and via the Proposed Control Architecture 1 (Figure 5.21), respectively. As

shown in Figure 5.21, direct user-to-user contact via the Proposed Control Architec-

ture 1 can achieve higher contact stiffness (4000 N/m) with smooth rendering of user

motion and of forces. The Reference Control Architecture 2 renders discontinuous

forces and users motion even with much lower contact stiffness (2000 N/m), as shown

in Figure 5.20.
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Figure 5.20: Direct interaction between human users, rendered via the Reference
Control Architecture 2. KVC1 = KVC2 = 2000N/m.
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Figure 5.21: Direct interaction between human users, rendered via the Proposed
Control Architecture 1. KVC1 = KVC2 = 4000N/m, KRDP = 1000Ns/m.
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5.4 Experimental Comparison between the Refer-

ence Control Architecture 3 and the Proposed

Control Architecture 2

In this section, the Proposed Control Architecture 2 is contrasted to the Reference

Control Architecture 3. In cooperative manipulation experiments, Experiment I (Sec-

tion 5.4.1) involves the controlled force and Experiment II (Section 5.4.2) involves

human users. As the Reference Control Architecture 3 cannot render direct user-to-

user contact, experiments involving direct interaction between human users are only

presented for the Proposed Control Architecture 2. All wave-based controllers in the

Reference Control Architecture 3 and the Proposed Control Architecture 2 employ a

wave impedance of b = 50 N/m.

5.4.1 Experiment I - Controlled Cooperative Manipulation

of the Shared Virtual Cube

In this section, Figure 5.22 and Figure 5.23 demonstrate controlled cooperative ma-

nipulation of the shared virtual cube via the Reference Control Architecture 3 and

via the Proposed Control Architecture 2 in the presence of 50 ms constant network

delay, respectively. The experiment is later repeated for various constant network

delays. Figure 5.24 demonstrates the position coherency performance (1) via the

Reference Control Architecture 3 and (2) via the Proposed Control Architecture 2.

While the Reference Control Architecture 3 (RCA 3) generally renders an average

position difference of 3.62 mm between cube copies, the Proposed Control Architec-

ture 2 (PCA 2) maintains an average position difference of 1.30 mm between the cube

copies for the various constant network delays.

Note that with the wave-based coordination, both the Reference Control Archi-

tecture 3 and the Proposed Control Architecture 2 can render stable cooperative

manipulation in the presence of long network delay (for example Td = 400 ms as in

Figure 5.25 and in Figure 5.26). For a network delay of Td = 400 ms, all control

architectures with virtual coupling coordination are unstable.

When Peer 1 pushes the shared virtual cube and Peer 2 with a constant hand

force, the control architectures with wave-based coordination lead to parabolic user

trajectories instead of the linear user trajectories rendered by the control architectures
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Figure 5.22: Controlled cooperative manipulation of the shared virtual cube, rendered
via the Reference Control Architecture 3. Td = 50 ms.
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Figure 5.23: Controlled cooperative manipulation of the shared virtual cube, rendered
via the Proposed Control Architecture 2. Td = 50 ms.
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Figure 5.24: Position coherency in cooperative manipulation controlled force ren-
dered (1) via the Reference Control Architecture 3 and (2) via the Proposed Control
Architecture 2

with virtual coupling control. The parabolic user trajectories demonstrate that users

perceive a predominantly inertial virtual environment when their networked haptic

cooperation is rendered using wave-based coordination. As the shared virtual object

and the two peer users in the experiments in this chapter are designed to be pure

masses in free space. It follows that wave-based coordination of networked haptic

cooperation renders the dynamics of the virtual environment more realistically than

virtual coupling coordination.

Figure 5.27 shows the mass rendered during cooperative manipulation (1) via the

Reference Control Architecture 3 and (2) via the Proposed Control Architecture 2.

In this experiment, Peer 1 pushes a mass of 0.45 kg (labeled as ”Expectance” in

Figure 5.27) in free space, i.e. the sum of the mass of the shared virtual cube and the

mass of Peer 2. Both control architectures with wave-based coordination render mass

that varies with the network delay. However, the mass perceived via the Proposed

Control Architecture 2 varies less with the network delay and deviates less from the

theoretical expectance.



105

0 2 4 6 8

−20

−10

0

10

20

time (sec)

P
os

iti
on

 (
m

m
)

At Peer 1

Local Peer
Local Cube
Remote Peer
Commanded Cube

0 2 4 6 8

−20

−10

0

10

20

time (sec)

P
os

iti
on

 (
m

m
)

At Peer 2

Local Peer
Local Cube
Remote Peer
Commanded Cube

0 2 4 6 8
−2

0

2

4

6

time (sec)

F
or

ce
 (

N
)

At Peer 1

On Local Peer

0 2 4 6 8
−1

0

1

2

3

time (sec)
F

or
ce

 (
N

)

At Peer 2

On Local Peer

Figure 5.25: Controlled cooperative manipulation of the shared virtual cube, rendered
via the Reference Control Architecture 3. Td = 400 ms.
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Figure 5.26: Controlled cooperative manipulation of the shared virtual cube, rendered
via the Proposed Control Architecture 2. Td = 400 ms.
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Figure 5.27: Perceived mass in controlled cooperative manipulation rendered (1) via
the Reference Control Architecture 3 and (2) via the Proposed Control Architecture 2.
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Figure 5.28: Position coherency in cooperative manipulation of the shared virtual
cube by human users rendered (1) via the Reference Control Architecture 3 and (2)
via the Proposed Control Architecture 2.

5.4.2 Experiment II - Cooperative Manipulation of the Shared

Virtual Cube by Human Users

Section 5.4.2 contrasts the Proposed Control Architecture 2 to the Reference Con-

trol Architecture 3 in cooperative manipulation experiments with human users. Fig-

ure 5.28 illustrates the performance of the Proposed Control Architecture 2 and of

the Reference Control Architecture 3 during cooperative manipulation of the shared

virtual cube by two human users. This figure confirms that the the remote dynamic

proxies help the Proposed Control Architecture 2 to improve the position coherency

of the distributed cube copies. Note that both control architectures with wave-based

controllers can render stable cooperative manipulation in the presence of long network

delay (Td = 400 ms).
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5.4.3 Experiment III - Controlled Direct User-to-User Inter-

action

Figure 5.29 illustrates that controlled direct user-to-user interaction can be rendered

via the Proposed Control Architecture 2 in the presence of constant network delays

up to Td = 400 ms. The Reference Control Architecture 3 cannot be used to render

direct user-to-user interaction.
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Figure 5.29: Controlled direct user-to-user interaction rendered via the Proposed
Control Architecture 2. Td = 400 ms.

5.4.4 Experiment IV - Direct Interaction between Human

Users

Figure 5.30 validates that the Proposed Control Architecture 2 can render direct

interaction between human users for constant network delays up to Td = 400 ms.
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Figure 5.30: Direct interaction between human users, rendered via the Proposed
Control Architecture 2, Td = 400 ms.

5.5 Experimental Comparison between the Two

Proposed Control Architectures with Remote

Dynamic Proxies

This section compares the two distributed control architectures that integrate the

remote dynamic proxies with the two different coordination controllers. The two

architectures demonstrate their performance in cooperative manipulation as well as in

the direct user-to-user interaction via the experimental networked haptic cooperation

system shown in Figure 5.5.

In Experiment I (Section 5.5.1) and Experiment II (5.5.2), cooperative manipu-

lation and direct user-to-user contact is implemented via the two distributed control

architectures for different constant network delays. The performance of the two archi-

tectures is evaluated and compared from the perspective of: (1) maintaining position

coherency among the distributed copies of the shared virtual object, and (2) realistic

rendering of the dynamic properties of the shared virtual object in the presence of

different constant network delays. In the cooperative manipulation experiments, Ex-

periment I (Section 5.5.1) employs controlled forces and Experiment II (Section 5.5.2)

involves human users. In addition, Experiment III (Section 5.5.3) shows that the Pro-
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posed Control Architecture 2 maintains the interaction stable in the presence of longer

constant network delay.

5.5.1 Experiment I - Experiments with Controlled Forces

This section demonstrates the haptic rendering of cooperative manipulation and of

direct user-to-user interaction via the proposed control architectures in the presence

of two constant network delays, Td = 50 ms and Td = 100 ms, respectively.

Figure 5.31 illustrates the position coherency performance for controlled cooper-

ative manipulation of the shared virtual cube shown in Figure 5.6. As Figure 5.31

illustrates, both architectures achieve comparable position coherency performance.

Figure 5.31: Position coherency in cooperative manipulation with controlled force
rendered via the proposed control architectures with remote dynamic proxies governed
(1) by the virtual coupling controller and (2) by wave-based controller.

Figure 5.32 and Figure 5.33 show the position and the force feedback during

controlled cooperative manipulation of the shared virtual cube rendered via the Pro-

posed Control Architecture 1 and the Proposed Control Architecture 2, respectively,

in the presence of a constant network delay of 50 ms. Note that the architecture

with virtual coupling leads to longer task completion time. This is because virtual

couplers implemented over communication channels with delay add viscous damping

to the simulated elements that they connect [2]. Meanwhile, the Proposed Control

Architecture 2 renders the dynamic properties more realistically.
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Figure 5.32: Controlled cooperative manipulation of the shared virtual cube, rendered
via the Proposed Control Architecture 1. Td = 50ms.
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Figure 5.33: Controlled cooperative manipulation of the shared virtual cube, rendered
via the Proposed Control Architecture 2. Td = 50ms.
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Figure 5.34: Controlled user-to-user interaction, rendered via the Proposed Control
Architecture 1. Td = 50ms.

Controlled direct user-to-user interactions via the two proposed architectures are

depicted in Figure 5.34 and Figure 5.35. As the remote dynamic proxies representing

the distant users have only pure mass, these experiments confirm that the Proposed

Control Architecture 2 (that integrates the remote dynamic proxies with wave-based

coordination) renders direct user-to-user interaction more realistically than the Pro-

posed Control Architecture 1 (that integrates the remote dynamic proxies with the

virtual coupling controllers).
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Figure 5.35: Controlled user-to-user interaction, rendered via the Proposed Control
Architecture 2. Td = 50ms.
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Figure 5.36: Cooperative manipulation of the shared virtual cube by two human
users, rendered via the Proposed Control Architecture 1. Td = 50ms.

5.5.2 Experiment II - Experiments with Human Users

This section illustrates the cooperative manipulation of the shared virtual cube by

two human users via the two proposed architectures. Figure 5.36 and Figure 5.37

illustrate the position and the force feedback during cooperative manipulation, while

Figure 5.38 and Figure 5.39 illustrate the position and the force feedback during direct

interaction. These experiments with human users confirm the conclusion of Experi-

ment I (Section 5.5.1): both for cooperative manipulation and for direct user-to-user

interaction, the Proposed Control Architecture 1 with virtual coupling coordination

renders a predominantly viscous virtual environment, while the Proposed Control Ar-

chitecture 2 with wave-based coordination renders the dynamics of the shared virtual

object realistically.
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Figure 5.37: Cooperative manipulation of the shared virtual cube by two human
users, rendered via the Proposed Control Architecture 2. Td = 50ms.
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Figure 5.38: Direct interaction between two human users, rendered via the Proposed
Control Architecture 1. Td = 50ms.
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Figure 5.39: Direct interaction between two human users, rendered via the Proposed
Control Architecture 2. Td = 50ms.
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Figure 5.40: Cooperative manipulation of the shared virtual cube by controlled forces,
rendered via the Proposed Control Architecture 2. Td = 400ms.

5.5.3 Experiment III - Experiments for Long Network Delay

This section experimentally demonstrates that the Proposed Control Architecture 2

with wave-based coordination can maintain the networked haptic cooperation stable

in the presence of longer network delay than the Proposed Control Architecture 1 with

virtual coupling coordination, which becomes unstable for Td = 200ms. Specifically,

the Proposed Control Architecture 2 with wave-based coordination renders stable

cooperative manipulation (Figure 5.40 and Figure 5.41) and stable direct user-to-

user interaction (Figure 5.42 and Figure 5.43) for Td = 400ms.
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Figure 5.41: Cooperative manipulation of the shared virtual cube by two human
users, rendered via the Proposed Control Architecture 2. Td = 400ms.
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Figure 5.42: Controlled direct user-to-user interaction, rendered via the Proposed
Control Architecture 2. Td = 400ms.

5.6 Summary

This chapter has compared through experiments the two proposed control archi-

tectures with remote dynamic proxies to the recently designed distributed control

architectures [20], [1] and [2].

The Proposed Control Architecture 1 (the Proposed Distributed Control Archi-

tecture with Remote Dynamic Proxies and Virtual Coupling Coordination) has been

contrasted to the Reference Control Architecture 1 (the Peer-to-peer Scheme with

Virtual Coupling Controller in [20]) and to the Reference Control Architecture 2 (the

Distributed Control Architecture in [2]) via cooperative manipulation of a shared vir-

tual object and direct user-to-user interaction experiments. The experimental com-

parison has validated that the Proposed Control Architecture 1: (1) can render stable

direct user-to-user interaction in the presence of much higher contact stiffness; (2) co-

ordinates the distributed copies of the shared virtual object better than the Reference

Control Architecture 1 and comparably to the Reference Control Architecture 2; and

(3)renders smooth user motion to their distant peers, leading to continuous visual

display and to smooth interaction forces. However, the virtual couplers crossing the

communication channel with delay add significant viscous damping to the simulated

shared virtual objects. Therefore, similarly to the two prior control architectures with
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Figure 5.43: Direct interaction between two human users, rendered via the Proposed
Control Architecture 2. Td = 400ms.
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virtual coupling coordination, the Proposed Control Architecture 1 does not render

the motion of an inertial shared virtual object realistically. Furthermore, the Pro-

posed Control Architecture 1 adds more damping to the shared virtual object than

the two prior architectures because it includes the largest number of coordinating

virtual couplers.

The Proposed Control Architecture 2 (the Distributed Control Architecture with

Remote Dynamic Proxies and Wave-based Coordination) has been compared to the

Reference Control Architecture 3 (the Peer-to-Peer Scheme with Wave Variable Delay

Compensation in [1]) and to the Reference Control Architecture 3 (the Peer-to-Peer

Scheme with Wave Variable Delay Compensation in [1]) via cooperative manipulation

of a shared virtual object and direct user-to-user interaction experiments similar to

those employed in the analysis of the architectures with virtual coupling coordina-

tion. These experiments have demonstrated: (1) all architectures with wave-based

coordination render the inertia of the shared virtual object and of the haptic device

of the remote peer more realistic than the architectures with virtual coupling coordi-

nation; (2) the Proposed Architecture 2 renders this inertia most faithfully and leads

to its smallest variation as the delay in the communication channel increases; and (3)

the Proposed Architecture 2 achieves similar coordination performance to the control

architectures with virtual coupling coordination.

In conclusion, the remote dynamic proxies enable two networked users to perceive

high contact stiffness and smooth motion of the distant peer both during cooperative

manipulation a shared virtual object and during direct interaction with each other

regardless whether a virtual coupling controller or a wave-based controller connects

the networked users. Furthermore, the remote dynamic proxies lead to a wave-based

controller with performance in coordinating the distributed copies of the shared vir-

tual object similar to the performance of the virtual coupling controller. However,

the remote dynamic proxies mitigate: neither (1) the significant damping added to

the shared virtual object by the virtual coupling controller; nor (2) the inability of

virtual coupling control to maintain the networked cooperation stable for large de-

lays. Therefore, the Proposed Control Architecture 2 (with remote dynamic proxies

and wave-based control) renders the inertia of the virtual objects more realistically

and maintains the networked cooperation stable for larger constant network delays

than the Proposed Control Architecture 1 (with remote dynamic proxies and virtual

coupling control).
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Chapter 6

Conclusions and Future Work

6.1 Conclusion

This dissertation has set out to enable direct haptic interaction between distant peer

users in addition to allowing the peers to cooperatively manipulate a shared virtual

object. Direct user-to-user haptic interaction over a network is expected to benefit

applications like tele-rehabilitation and on-line multi-user computer games. To allow

direct networked haptic interaction, this work has:

• proposed to distribute the peer users across the network via avatars with second

order dynamics called remote dynamic proxies.

• integrated the remote dynamic proxies into two distributed haptic control archi-

tectures, one using virtual coupling and one using wave-based communications

between the networked sites.

• analyzed the stability of networked haptic cooperation rendered via remote

dynamic proxies with virtual coupling coordination using the state space rep-

resentation of the two-users multi-rate haptic system. For direct user-to-user

interaction, the analysis has predicted that the remote dynamic proxies can

render much stiffer contact and can maintain the interaction stable for longer

constant network delays than prior architectures. Furthermore, these improve-

ments are achieved without sacrificing performance as measured via position

coherency.

• experimentally validated the advantages and the limitations of networked haptic

cooperation rendered via the two proposed distributed architectures with remote
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dynamic proxies. The validation has contrasted the architectures with remote

dynamic proxies to three existing architectures that employ similar time delay

compensation techniques. The comparison has shown that both architectures

enable users to feel and see their peers moving smoothly in the presence of

limited network update rates and constant network delays. Compared to prior

architectures:

– the architecture with remote dynamic proxies and virtual coupling coordi-

nation allows the peers to perceive much stiffer direct contact and to touch

each other under longer constant network delays. However, the remote dy-

namic proxies do not lessen users’ perception of a predominantly viscous

virtual environment in the presence of network delay.

– the architecture with remote dynamic proxies and wave-based coordina-

tion mitigates the poor position coherency typical to wave-based control.

Furthermore, it renders the inertia of the virtual objects more realistically

regardless of the network delay.

In conclusion, this dissertation has proposed remote dynamic proxies to allow peer

networked users both to interact with each other directly and to cooperatively ma-

nipulated a shared virtual object. It has also shown that the remote dynamic proxies

improve networked haptic cooperation in both distributed architectures in which they

have been integrated although they cannot overcome all limitations specific to those

architectures. In particular, networked haptic cooperation feels as if happening in a

predominantly viscous virtual environment and is stable for much shorter network

delay when rendered via remote dynamic proxies with virtual coupling coordination.

Therefore, future work should investigate alternative coordination strategies in order

to further increase the stability and improve the performance of networked haptic

cooperation rendered via remote dynamic proxies.

6.2 Future Work

The current framework for enabling remote users to touch and feel each other both

directly and through a shared virtual object that they cooperatively manipulate can

be broadened in several ways:

• The stability analysis for networked haptic cooperation with remote dynamic
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proxies and wave-based control should be developed in order to provide useful

design guidelines to application developers using wave domain communications

between remote users.

• The stability analysis presented in Chapter 4 addresses only the case of two users

connected via an Ethernet-based Local Area Network (LAN) or a Metropolitan

Area Network (MAN), i.e., a network with fixed and relatively small delay. To

enable Internet-based haptic cooperation, future work should investigate the

stability of networked haptics with remote dynamic proxies over networks with

variable communication delay and packet loss.

• The integration of the remote dynamic proxies into other distributed archi-

tectures presents another avenue for extending this work. Architectures that

employ passivity-based methods to compensate the network effects are of special

interest.

• remote dynamic proxies with geometric attributes in addition to dynamic prop-

erties could be developed in order to allow 6DOF body interaction between

peer users. Such remote dynamic proxies are expected to increase the complex-

ity both of collision detection and of collision response algorithms in the virtual

environment.

• Haptic cooperation among multiple users could be pursued from the control,

the network, and the synchronization perspectives. For example, methods for

guaranteeing the equivalent control gain can be developed to ensure stability in-

dependent of the (possibly varying) number of cooperating users. Buffering can

be implemented to smooth network delay jitter. Advanced protocols can be em-

ployed to synchronize a large number of users and to expand their connectivity

gracefully.

Our hope is that the broader framework will transform haptic devices into computer

interfaces that people use every time they connect to other people over the Internet.
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Appendix A

Appendix

This appendix presents the detailed procedure of deriving the stability region for the

proposed distributed control architecture with remote dynamic proxies and virtual

coupling coordination. When applied to cooperative manipulation, the control system

of the proposed control architecture is a sampled-data system because of the discrete

nature of the virtual environment simulation, as well as a system with multiple rates

because of the inherent limitations of the communication port (particularly, data from

remote peers is sampled at frequencies of 128Hz, and the local control loop runs at

1 KHz). Therefore, the continuous state space representation of the control system

presented in Chapter 4 is to be discretized with state vector that expanded according

to the multiple sampling rates. Furthermore, the computational delay and network

delay will be augmented to the discrete state space representation of the control

system, which renders the stability region of the control system in the presence of

different delay step.

Furthermore, this appendix will provide detailed procedure of setting up WANem

for network condition emulation. This detailed procedure consists: (1) configuring

WANem on a PC for network emulation, (2) setting up routing between connected

users, and (3) adjusting emulated network condition via web-based interface.

In the following sections, the following values apply both to cooperative manipu-

lation and to direct user-to-user interaction:
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p = 2 number of sample times in the system (Tc and Tn in this

case)

Tc = 1
1024

control sampling rate

Tn = 1
128

network sampling rate

T0 = 1
128

smallest sampling rate integer multiple of all sampling

rates in the system

Nc = T0

Tc
=

1
128
1

1024

= 8 number of control sampling periods in T0

Nn = T0

Tn
=

1
128
1

128

= 1 number of network sampling periods in T0

N̄ = Nc + Nn = 8 + 1 = 9 sum of all N -s

τ0 = 1
1024

base sampling rate, i.e., largest sampling rate that fits

an integer number of times in all system sampling rates

lc = Tc

τ0
=

1
1024

1
1024

= 1 number of fundamental sampling periods in Tc

ln = Tn

τ0
=

1
128
1

1024

= 8 number of fundamental sampling periods in Tn

N0 = 8 the least common multiple of Nc and Nn

A.1 Cooperative Manipulation

For cooperative manipulation, the dimensions of the state, the input, and the output

vectors are as follows:
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nx = 12 number of states of continuous-time system

ncu = 8 number of fast inputs (updated at the control rate) of

continuous-time system

n1cu = 4 number of fast inputs (updated at the control rate) of

continuous-time system at the Peer 1 side

n2cu = 4 number of fast inputs (updated at the control rate) of

continuous-time system at the Peer 2 side

nnu = 4 number of slow inputs (updated at the network rate) of

continuous-time system

n1nu = 2 number of slow inputs (updated at the network rate) of

continuous-time system at the Peer 1 side

n2nu = 2 number of slow inputs (updated at the network rate) of

continuous-time system at the Peer 2 side

nu = ncu + nnu = 12 number of inputs of continuous-time system

ncy = 12 number of fast outputs (updated at the control rate) of

continuous-time system

n1cy = 6 number of fast outputs (updated at the control rate) of

continuous-time system at the Peer 1 side

n2cy = 6 number of fast outputs (updated at the control rate) of

continuous-time system at the Peer 2 side

nny = 8 number of slow outputs (updated at the network rate)

of continuous-time system

n1ny = 4 number of slow outputs (updated at the network rate)

of continuous-time system at the Peer 1 side

n2ny = 4 number of slow outputs (updated at the network rate)

of continuous-time system at the Peer 2 side

ny = ncy + nny = 20 number of outputs of continuous-time system
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A.1.1 Discretization of the Continuous State Space Repre-

sentation

With the multiple sampling rates existing in the control system, the state vector for

the discrete-time system is expanded as:

xD
N0·nx×1

[k] = xD8·12×1
[k] = xD96×1

[k]

=




x
nx×1

((k − 1) T0 + τ0)

x
nx×1

((k − 1) T0 + 2τ0)
...

x
nx×1

((k − 1) T0 + (N0 − 1) τ0)

x
nx×1

(kT0)




=




x
12×1

((k − 1) T0 + τ0)

x
12×1

((k − 1) T0 + 2τ0)
...

x
12×1

((k − 1) T0 + 7τ0)

x
12×1

(kT0)




=




x
nx×1

(kT0 − (N0 − 1) τ0)

x
nx×1

(kT0 − (N0 − 2) τ0)
...

x
nx×1

(kT0 − τ0)

x
nx×1

(kT0)




=




x
12×1

(kT0 − 7τ0)

x
12×1

(kT0 − 6τ0)
...

x
12×1

(kT0 − τ0)

x
12×1

(kT0)




(A.1)

The output vector is expanded as:

yD
(Nc·ncy+Nn·nny)×1

[k] = yD
(8·12+1·8)×1

[k] = yD104×1
[k] =

(
yDcNc·ncy×1

[k]

yDnNn·nny×1
[k]

)

=

(
yDc8·12×1

[k]

yDn1·8×1
[k]

)
=

(
yDc96×1

[k]

yDn8×1
[k]

)

(A.2)
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where:

yDcNc×ncy
[k] = yDc8·12×1

[k] = yDc96×1
[k]

=




yDcncy×1
(kT0)

yDcncy×1
(kT0 + Tc)
...

yDcncy×1
(kT0 + (Nc − 1) Tc)




=




yDc12×1
(kT0)

yDc12×1
(kT0 + Tc)
...

yc12×1
(kT0 + 7Tc)




=




yD1cn1cy×1
(kT0)

yD2cn2cy×1
(kT0)

yD1cn1cy×1
(kT0 + Tc)

yD2cn2cy×1
(kT0 + Tc)
...

yD1cn1cy×1
(kT0 + 7Tc)

yD2cn2cy×1
(kT0 + 7Tc)




=




yD1c6×1
(kT0)

yD2c6×1
(kT0)

yD1c6×1
(kT0 + Tc)

yD2c6×1
(kT0 + Tc)
...

yD1c6×1
(kT0 + 7Tc)

yD2c6×1
(kT0 + 7Tc)




(A.3)

yDnNn×nny
[k] = yDn1·8×1

[k] = yDn8×1
[k]

=




yDnnny×1
(kT0)

yDnnny×1
(kT0 + Tn)
...

yDnnny×1
(kT0 + (Nn − 1) Tn)




=
[
yDn8×1

(kT0)
]

=




yD1nn1ny×1
(kT0)

yD2nn2ny×1
(kT0)

yD1nn1ny×1
(kT0 + Tn)

yD2nn2ny×1
(kT0 + Tn)
...

yD1nn1ny×1
(kT0 + (Nn − 1) Tn)

yD2nn2ny×1
(kT0 + (Nn − 1) Tn)




=

[
y1n4×1

(kT0)

y2n4×1
(kT0)

]

(A.4)
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The input vector is expanded as:

uD
(Nc·ncu+Nn·nnu)×1

[k] = uD
(8·8+1·4)×1

[k] = uD68×1
[k]

=

(
uDcNc·ncu×1

[k]

uDnNn·nnu×1
[k]

)
=

(
uDc8·8×1

[k]

uDn1·4×1
[k]

)
=

(
uDc64×1

[k]

uDn4×1
[k]

)

(A.5)

where uDcNc·ncu×1
[k] depends on positions & velocities measured locally at the control

sampling rate Tc:

uDcNc·ncu×1
[k] = uDc8·8×1

[k] = uDc64×1
[k] =

=




ucncu×1
(kT0)

...

ucncu×1
(kT0 + (Nc − 1) Tc)


 =




uc8×1
(kT0)
...

uc8×1
(kT0 + 7Tc)




=




u1cn1cu×1
(kT0)

u2cn2cu×1
(kT0)

...

u1cn1cu×1
(kT0 + (Nc − 1) Tc)

u2cn2cu×1
(kT0 + (Nc − 1) Tc)




=




u1c4×1
(kT0)

u2c4×1
(kT0)
...

u1c4×1
(kT0 + 7Tc)

u2c4×1
(kT0 + 7Tc)




(A.6)

and uDnNn·nnu×1
[k] depends on positions & velocities received from the remote peer
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at the network sampling rate Tn:

uDnNn·nnu×1
[k] = uDn1·4×1

[k] = uDn4×1
[k] =

=




unnnu×1
(kT0)

...

unnnu×1
(T0 + (Nn − 1) Tn)


 =

(
un4×1

(kT0)
)

=




u1nn1nu×1
(kT0)

u2nn2nu×1
(kT0)

...

u1nn1nu×1
(T0 + (Nn − 1) Tn)

u2nn2nu×1
(T0 + (Nn − 1) Tn)




=

(
un2×1

(kT0)

un2×1
(kT0)

)

(A.7)

Hence, the discrete-time state-space representation of the open-loop system is:

xD [k + 1] = ADxD [k] + BDuD [k]

yD [k] = CD

(
U1xD [k + 1] + U2xD [k]

)

(A.8)

The computation of all matrices in Equation (A.8) is detailed in the following.

AD
N0·nx×N0·nx

= AD8·12×8·12 = AD96×96
=

=




0
12×12

· · · 0
12×12

AD112×12

0
12×12

· · · 0
12×12

AD212×12

0
12×12

· · · 0
12×12

AD312×12

0
12×12

· · · 0
12×12

AD412×12

0
12×12

· · · 0
12×12

AD512×12

0
12×12

· · · 0
12×12

AD612×12

0
12×12

· · · 0
12×12

AD712×12

0
12×12

· · · 0
12×12

AD812×12




96×96

(A.9)
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in which:

ADl12×12
= eA

12×12
·l·τ0 = eA

12×12
·l· 1

1024 l = 1, · · · , N0 = 1, · · · , 8

(A.10)

BD
N0·nx×(Nc·ncu+Nn·nnu)

=
[
BDcN0·nx×Nc·ncu

BDnN0·nx×Nn·nnu

]
⇐⇒

BD
8·12×(8·8+1·4)

=
[
BDc8·12×8·8 BDn8·12×1·4

]
⇐⇒

BD96×68
=

[
BDc96×64

BDn96×4

]
(A.11)

with the BDc96×64
and BDn96×4

matrices detailed in the following. Specifically, the

BDc96×64
matrix is an N0 ×Nc = 8× 8 block matrix:

BDcN0·nx×Nc·ncu
=

[
bDc,lµnx×ncu

]
=

[(
bD1c,lµnx×n1cu

bD2c,lµnx×n2cu

)]

l = 1, . . . , N0; µ = 0, . . . , Nc − 1

⇐⇒
BDc96×64

=
[
bDc,lµ12×8

]
=

[(
bD1c,lµ12×4

,bD2c,lµ12×4

)]

l = 1, . . . , 8; µ = 0, . . . , 7

(A.12)
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with the lµ block computed via:

bDic,lµnx×nic
=





0
nx×nic

l ≤ lc · µ

∫ l·τ0
µ·lc·τ0 e

A
nx×nx (l · τ0 − τ)B

icnx×nic
dτ lc · µ < l ≤ lc · (µ + 1)

∫ (µ+1)·lc·τ0
µ·lc·τ0 e

A
nx×nx (l · τ0 − τ)B

icnx×nic
dτ lc · (µ + 1) < l

(i = 1, 2)

⇐⇒

bD1c,lµ12×4
=





0
12×4

l ≤ 1 · µ

∫ l·τ0
µ·1·τ0 eA

12×12 (l · τ0 − τ)B1c12×4
dτ 1 · µ < l ≤ 1 · (µ + 1)

∫ (µ+1)·1·τ0
µ·1·τ0 eA

12×12 (l · τ0 − τ)B1c12×4
dτ 1 · (µ + 1) < l

bD2c,lµ12×8
=





0
12×4

l ≤ 1 · µ

∫ l·τ0
µ·1·τ0 eA

12×12 (l · τ0 − τ)B2c12×4
dτ 1 · µ < l ≤ 1 · (µ + 1)

∫ (µ+1)·1·τ0
µ·1·τ0 eA

12×12 (l · τ0 − τ)B2c12×4
dτ 1 · (µ + 1) < l

(A.13)

Hence:

BDcN0·nx×Nc·ncu=8·12×8·8=96×64
=




bDc,1012×8
0

12×8
· · · 0

12×8
0

12×8

bDc,2012×8
bDc,2112×8

· · · 0
12×8

0
12×8

bDc,3012×8
bDc,3112×8

· · · 0
12×8

0
12×8

bDc,4012×8
bDc,4112×8

· · · 0
12×8

0
12×8

bDc,5012×8
bDc,5112×8

· · · 0
12×8

0
12×8

bDc,6012×8
bDc,6112×8

· · · 0
12×8

0
12×8

bDc,7012×8
bDc,7112×8

· · · bDc,7612×8
0

12×8

bDc,8012×8
bDc,8112×8

· · · bDc,8612×8
bDc,8712×8




=
[
bDc,096×8

bDc,196×8
· · · bDc,696×8

bDc,296×8

]

(A.14)
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Where:

bDc,lµnx×ncu
=

(
bD1c,lµnx×n1cu

bD2c,lµnx×n2cu

)

l = 1, . . . , N0; µ = 0, . . . , Nc − 1

bDc,µ96×8
=

(
bD1c,lµ96×4

,bD2c,µ96×4

)

l = 1, . . . , 8; µ = 0, . . . , 7

(A.15)

The BDn96×4
matrix is an N0 ×Nn = 8× 1 block matrix:

BDnN0·nx×Nn·nnu
=

[
bDn,lµnx×nnu

]
=

[(
bD1n,lµnx×n1nu

bD2c,lµnx×n2nu

)]

l = 1, . . . , N0; µ = 0, . . . , Nn − 1

⇐⇒
BDn96×4

=
[
bDn,lµ12×4

]
=

[(
bD1n,lµ12×2

,bD2n,lµ12×2

)]

l = 1, . . . , 8; µ = 0

(A.16)
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with the lµ block computed via:

bDin,lµnx×nin
=





0
nx×nin

l ≤ ln · µ

∫ l·τ0
µ·ln·τ0 e

A
nx×nx (l · τ0 − τ)B

innx×nin
dτ ln · µ < l ≤ ln · (µ + 1)

∫ (µ+1)·ln·τ0
µ·ln·τ0 e

A
nx×nx (l · τ0 − τ)B

innx×nin
dτ ln · (µ + 1) < l

(i = 1, 2)

⇐⇒

bD1n,lµ12×2
=





0
12×2

l ≤ 8 · µ = 0

∫ l·τ0
µ·8·τ0 eA

12×12 (l · τ0 − τ)B1n12×2
dτ 8 · µ = 0 < l ≤ 8 · (µ + 1) = 8

∫ (µ+1)·8·τ0
µ·8·τ0 eA

12×12 (l · τ0 − τ)B1n12×2
dτ 8 · (µ + 1) = 8 < l

⇐⇒
bD1n,lµ12×2

=

∫ l·τ0

µ·8·τ0
eA

12×12 (l · τ0 − τ)B1n12×2
dτ 0 < l ≤ 8

bD2n,lµ12×2
=





0
12×2

l ≤ 8 · µ = 0

∫ l·τ0
µ·8·τ0 eA

12×12 (l · τ0 − τ)B2n12×2
dτ 8 · µ = 0 < l ≤ 8 · (µ + 1) = 8

∫ (µ+1)·8·τ0
µ·8·τ0 eA

12×12 (l · τ0 − τ)B2n12×2
dτ 8 · (µ + 1) = 8 < l

⇐⇒
bD2n,lµ12×2

=

∫ l·τ0

µ·8·τ0
eA

12×12 (l · τ0 − τ)B2n12×2
dτ 0 < l ≤ 8

(A.17)

Hence:

BDnN0·nx×Nn·nnu=8·12×1·4=96×4
=




bDn,1012×4

bDn,2012×4

...

bDn,7012×4

bDn,8012×4




=




bD1n,1012×2
bD2n,1012×2

bD1n,2012×2
bD2n,2012×2

...

bD1n,7012×2
bD2n,7012×2

bD1n,8012×2
bD2n,8012×2




=
[
bDn,096×4

]
=

[
bD1n,096×2

bD2n,096×2

]

(A.18)
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CD
(Nc·ncy+Nn·nny)×N0·nx

=

[
CDcNc·ncy×N0·nx

CDnNn·nny×N0·nx

]

⇐⇒ CD
(8·12+1·8)×8·12

=

[
CDc8·12×8·12

CDn1·8×8·12

]

⇐⇒ CD104×96
=

[
CDc96×96

CDn8×96

]

(A.19)

with the CDc96×96
and CDn8×96

matrices detailed in the following. Specifically, the

CDc96×96
matrix is an Nc ×N0 = 8× 8 block matrix:

CDcNc·ncy×N0·nx
=

[
cDc,νlncy×nx

]
=





cD1c,νln1cy×nx

cD2c,νln2cy×nx







ν = 0, . . . , Nc − 1; l = 1, . . . , N0

⇐⇒
CDc96×96

=
[
cDc,νl12×12

]
=

[(
cD1c,νl6×12

cD2c,νl6×12

)]

ν = 0, . . . , 7; l = 1, . . . , 8

(A.20)
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with the νl block computed via:

cDic,νlnicy×nx
=





C
icnicy×nx

ν = 0, l = N0 or lc · ν = l

0
nicy×nx

otherwise

⇐⇒
(i = 1, 2)

cD1c,νl6×12
=





C1c6×12
ν = 0, l = 8 or 1 · ν = l

0
6×12

otherwise

,

cD2c,νl6×12
=





C2c6×12
ν = 0, l = 8 or 1 · ν = l

0
6×12

otherwise

(A.21)

Hence:

CDcNc·ncy×N0·nx=8·12×8·12=96×96

=




0
12×12

0
12×12

0
12×12

0
12×12

0
12×12

0
12×12

0
12×12

Cc12×12

Cc12×12
0

12×12
0

12×12
0

12×12
0

12×12
0

12×12
0

12×12
0

12×12

0
12×12

Cc12×12
0

12×12
0

12×12
0

12×12
0

12×12
0

12×12
0

12×12

0
12×12

0
12×12

Cc12×12
0

12×12
0

12×12
0

12×12
0

12×12
0

12×12

0
12×12

0
12×12

0
12×12

Cc12×12
0

12×12
0

12×12
0

12×12
0

12×12

0
12×12

0
12×12

0
12×12

0
12×12

Cc12×12
0

12×12
0

12×12
0

12×12

0
12×12

0
12×12

0
12×12

0
12×12

0
12×12

Cc12×12
0

12×12
0

12×12

0
12×12

0
12×12

0
12×12

0
12×12

0
12×12

0
12×12

Cc12×12
0

12×12




(A.22)

Where

Cc12×12
=

(
C1c6×12

C2c6×12

)

(A.23)

The CDn8×96
matrix is a Nn ×N0 = 1× 8 block matrix:
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CDnNn·nny×N0·nx
=

[
cDn,νlnny×nx

]
=





cD1n,νln1ny×nx

cD2n,νln2ny×nx







ν = 0, . . . , Nn − 1; l = 1, . . . , N0

⇐⇒
CDn8×96

=
[
cDn,νl8×12

]
=

[(
cD1n,νl4×12

cD2n,νl4×12

)]

ν = 0; l = 1, . . . , 8

(A.24)

with the νl block computed via:

cDin,lν8×12
=





C
inniny×nx

ν = 0, l = N0 or ln · ν = l

0
8×12

otherwise

(i = 1, 2)

⇐⇒

cD1n,lν4×12
=





C1n4×12
ν = 0, l = 8 or 8 · ν = l

0
4×12

otherwise

cD2n,lν4×12
=





C2n4×12
ν = 0, l = 8 or 8 · ν = l

0
4×12

otherwise

(A.25)

Hence:

CDnNn·nny×N0·nx=1·8×8·12=8×96
=

[
0

8×12
0

8×12
0

8×12
0

8×12
0

8×12
0

8×12
0

8×12
Cn8×12

]

(A.26)

Where

Cn8×12
=

(
C1n4×12

C2n4×12

)

(A.27)
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Lastly, U1
N0·nx×N0·nx=8·12×8·12=96×96

and U2
N0·nx×N0·nx=8·12×8·12=96×96

are N0 × N0 = 8

blocks diagonal matrices having the following nx × nx = 12 × 12 blocks on their

diagonals:





U1
N0·nx×N0·nx

= blockdiag
(
I

nx×nx
, . . . , I

nx×nx
,0

nx×nx

)

U2
N0·nx×N0·nx

= blockdiag
(
0

nx×nx
, . . . ,0

nx×nx
, I

nx×nx

)

⇐⇒



U18·12×8·12 = U196×96
= blockdiag

(
I

12×12
, . . . , I

12×12
,0

12×12

)

U28·12×8·12 = U296×96
= blockdiag

(
0

12×12
, . . . ,0

12×12
, I

12×12

)

(A.28)

Therefore,

ĈD104×96
= CD104×96

·U196×96
·AD96×96

+ CD104×96
·U296×96

D̂D104×68
= CD104×96

·U196×96
·BD96×68

(A.29)

The closed-loop dynamics can be obtained from the open-loop discrete-time dif-

ference equations using the feedback law:

uD
(Nc·ncu+Nn·nnu)×1

= FD
(Nc·ncu+Nn·nnu)×(Nc·ncy+Nn·nny)

yD
(Nc·ncy+Nn·nny)×1

⇐⇒
uD68×1

= FD
(8·8+1·4)×(8·12+1·8)

yD
(8·12+1·8)×1

= FD68×104
yD104×1

(A.30)
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According to Equation 4.33, given

FccNc·ncu×Nc·ncy
= Fcc8·8×8·12 =


F1cn1cu×n1cy

0
n1cu×n2cy

0
n2cu×n1cy

F2cn2cu×n2cy


 =

[
F1c4×6

0
4×6

0
4×6

F2c4×6

]

FcnNc·ncu×Nn·nny
= Fcn8·8×1·8 =


0

n1cu×n1ny
0

n1cu×n2ny

0
n2cu×n1ny

0
n2cu×n2ny


 =

[
0

4×4
0

4×4

0
4×4

0
4×4

]

FncNn·nnu×Nc·ncy
= Fnc1·4×8·12 =


0

n1nu×n1cy
0

n1nu×n2cy

0
n2nu×n1cy

0
n2nu×n2cy


 =

[
0

2×6
0

2×6

0
2×6

0
2×6

]

FnnNn·nnu×Nn·nny
= Fnn1·4×1·8 =


F1nn1nu×n1ny

0
n1nu×n2ny

0
n2nu×n1ny

F2nn2nu×n2ny


 =

[
F1n2×4

0
2×4

0
2×4

F2n2×4

]

(A.31)

The discrete-time feedback matrix FD
(Nc·ncu+Nn·nnu)×(Nc·ncy+Nn·nny)=(8·8+1·4)×(8·12+1·8)=68×104

is:

FD
(Nc·ncu+Nn·nnu)·×(Nc·ncy+Nn·nny)

=

[
FDccNc·ncu×Nc·ncy

FDcnNc·ncu×Nn·nny

FDncNn·nnu×Nc·ncy
FDnnNn·nnu×Nn·nny

]

⇐⇒

FD
(64+4)×(96+8)

=

[
FDcc64×96

FDcn64×8

FDnc4×96
FDnn4×8

]
=

[
FDcc64×96

0
64×8

0
4×96

FDnn4×8

]

(A.32)

and the FDccNc·ncu×Nc·ncy=64×96
and FDnnNn·nnu×Nn·nny=4×8

matrices are block matrices

computed as detailed next. In particular, FDccNc·ncu×Nc·ncy
has Nc×Nc = 8× 8 blocks

of dimension ncu × ncy = 8× 12:

FDccNc·ncu×Nc·ncy
=

[
fDcc,µνncu×ncy

]
µ = 0, . . . , Nc − 1; ν = 0, . . . , Nc − 1

⇐⇒
FDcc8·8×8·12=64×96

=
[
fDcc,µν8×12

]
µ = 0, . . . , 7; ν = 0, . . . , 7

(A.33)
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with the µν block computed via:

fDcc,µνncu×ncy
=





Fccncu×ncy
νlc ≤ µlc < (ν + 1) lc

0
ncu×ncy

otherwise.

⇐⇒

fDcc,µνncu×ncy
=





Fcc8×12
ν ≤ µ < (ν + 1)

0
8×12

otherwise.

(A.34)

Hence:

FDcc64×96
=




Fcc8×12
0

8×12
0

8×12
0

8×12
0

8×12
0

8×12
0

8×12
0

8×12

0
8×12

Fcc8×12
0

8×12
0

8×12
0

8×12
0

8×12
0

8×12
0

8×12

0
8×12

0
8×12

Fcc8×12
0

8×12
0

8×12
0

8×12
0

8×12
0

8×12

0
8×12

0
8×12

0
8×12

Fcc8×12
0

8×12
0

8×12
0

8×12
0

8×12

0
8×12

0
8×12

0
8×12

0
8×12

Fcc8×12
0

8×12
0

8×12
0

8×12

0
8×12

0
8×12

0
8×12

0
8×12

0
8×12

Fcc8×12
0

8×12
0

8×12

0
8×12

0
8×12

0
8×12

0
8×12

0
8×12

0
8×12

Fcc8×12
0

8×12

0
8×12

0
8×12

0
8×12

0
8×12

0
8×12

0
8×12

0
8×12

Fcc8×12




(A.35)

The FDnnNn·nnu×Nn·nny
has Nn×Nn = 1× 1 blocks of dimension nnu×nny = 4× 8:

FDnnNn·nnu×Nn·nny
=

[
fDnn,µνnnu×nny

]
µ = 0, . . . , Nn − 1; ν = 0, . . . , Nn − 1

⇐⇒
FDnn1·4×1·8=4×8

=
[
fDnn,µν4×8

]
µ = 0; ν = 0

(A.36)
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with the µν-th block computed via:

fDnn,µνncu×ncy
=





Fnnnnu×nny
νln ≤ µln < (ν + 1) ln

0
nnu×ncny

otherwise.

⇐⇒

fDnn,µν4×8
=





Fnn4×8
8ν ≤ 8µ < 8 (ν + 1)

0
4×8

otherwise.

(A.37)

Hence:

FDnn4×8
= Fnn4×8

(A.38)

A.1.2 Delay Augmentation

The network and computational delay can be integrated into the discrete-time dy-

namics of the system using the method in Appendix B of [2]. For the general case

of a computational delay TV E = n
V E

Tc (i.e., an integer multiple of the control sam-

pling rate) and a network delay TD = n
D
Tn (i.e., an integer multiple of the network
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sampling rate), the discrete-time system:

xD
N0·nx×1

[k + 1] = AD
N0·nx×N0·nx

xD
N0·nx×1

[k]

+
[
BDcN0·nx×Nc·ncu

BDnN0·nx×Nn·nnu

] (
uDcN0·nx×Nc·ncu

[k]

uDnN0·nx×Nn·nnu
[k]

)

(
yDcNc·ncy×1

[k]

yDcNn·nny×1
[k]

)
= ĈD

(Nc·ncy+Nn·nny)×N0·nx
xD

N0·nx×1
[k]

+
[
D̂Dc(Nc·ncy+Nn·nny)×Nc·ncu

D̂Dn(Nc·ncy+Nn·nny)×Nn·nnu

] (
uDcNc·ncu×1

[k]

uDnNn·nnu×1
[k]

)

⇐⇒
xD96×1

[k + 1] = AD96×96
xD96×1

[k] +
[
BDc96×64

BDn96×4

] (
uDc96×64

[k]

uDn96×4
[k]

)

(
yDc96×1

[k]

yDc8×1
[k]

)
= ĈD104×96

xD96×1
[k] +

[
D̂Dc104×64

D̂Dn104×4

] (
uDc64×1

[k]

uDn4×1
[k]

)

(A.39)

has the delayed feedback:

(
uDcNc·ncu×1

[k]

uDnNn·nnu×1
[k]

)
= FD

(Nc·ncu+Nn·nnu)×(Nc·ncy+Nn·nny)

(
yDcNc·ncy×1

[k − n
V E

Tc]

yDcNn·nny×1
[k − n

D
Tn]

)

⇐⇒(
uDc64×1

[k]

uDn4×1
[k]

)
= FD68×104

(
yDc96×1

[k − n
V E

Tc]

yDc8×1
[k − n

D
Tn]

)

(A.40)
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In this case, the state vector is augmented with the delayed inputs:

x̃D
(N0·nx+n

V E
·ncu+n

D
·nnu)×1

[k] =




xD
N0·nx×1

[k]

ucncu×1
(kT0 − n

V E
Tc)

...

ucncu×1
(kT0 − Tc)

unnnu×1
(kT0 − n

D
Tn)

...

unnnu×1
(kT0 − Tn)




=




xD
N0·nx×1

[k]

u1cn1cu×1
(kT0 − n

V E
Tc)

u2cn2cu×1
(kT0 − n

V E
Tc)

...

u1cn1cu×1
(kT0 − Tc)

u2cn2cu×1
(kT0 − Tc)

u1nn1nu×1
(kT0 − n

D
Tn)

u2nn2nu×1
(kT0 − n

D
Tn)

...

u1nn1nu×1
(kT0 − Tn)

u2nn2nu×1
(kT0 − Tn)




⇐⇒

x̃D
(96+8·n

V E
+4·n

D)×1

[k] =




xD96×1
[k]

uc8×1
(kT0 − n

V E
Tc)

...

uc8×1
(kT0 − Tc)

un4×1
(kT0 − n

D
Tn)

...

un4×1
(kT0 − Tn)

un4×1
(kT0 − Tn)




=




xD96×1
[k]

u1c4×1
(kT0 − n

V E
Tc)

u2c4×1
(kT0 − n

V E
Tc)

...

u1c4×1
(kT0 − Tc)

u2c4×1
(kT0 − Tc)

u1n2×1
(kT0 − n

D
Tn)

u2n2×1
(kT0 − n

D
Tn)

...

u1n2×1
(kT0 − Tn)

u2n2×1
(kT0 − Tn)




(A.41)
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and the transition matrices are modified as follows:

ÃD
(N0·nx+n

V E
·ncu+n

D
·nnu)×(N0·nx+n

V E
·ncu+n

D
·nnu)

=




ĀD
(N0·nx+n

V E
·ncu+n

D
·nnu)×N0·nx

b̄Dcaug
(N0·nx+n

V E
·ncu+n

D
·nnu)×n

V E
·ncu

b̄Dnaug
(N0·nx+n

V E
·ncu+n

D
·nnu)×n

D
·nnu




T

(A.42)

ĀD
(N0·nx+n

V E
·ncu+n

D
·nnu)×N0·nx

= ĀD
(8·12+n

V E
·8+n

D
·4)×8·12

=




AD
N0·nx×N0·nx

0
n1cu×N0·nx

0
n2cu×N0·nx

...

0
n1cu×N0·nx

0
n2cu×N0·nx

0
n1nu×N0·nx

0
n2nu×N0·nx

...

0
n1nu×N0·nx

0
n2nu×N0·nx




=




AD8·12×8·12

0
4×8·12

0
4×8·12
...

0
4×8·12

0
4×8·12

0
2×8·12

0
2×8·12
...

0
2×8·12

0
2×8·12




(A.43)



154

b̄Dcaug
(N0·nx+n

V E
·ncu+n

D
·nnu)×n

V E
·ncu

= b̄Dcaug
(8·12+n

V E
·8+n

D
·4)×n

V E
·8

=




bD1c,1N0·nx×n1cu
bD2c,1N0·nx×n2cu

0
N0·nx×n1cu

0
N0·nx×n1cu

. . . 0
N0·nx×n1cu

0
N0·nx×n2cu

0
n1cu×n1cu

0
n1cu×n2cu

I
n1cu×n1cu

0
n1cu×n2cu

. . . 0
n1cu×n1cu

0
n1cu×n2cu

0
n2cu×n1cu

0
n2cu×n2cu

0
n2cu×n1cu

I
n2cu×n2cu

. . . 0
n2cu×n1cu

0
n2cu×n2cu

...

0
n1cu×n1cu

0
n1cu×n2cu

0
n1cu×n1cu

0
n1cu×n2cu

. . . I
n1cu×n1cu

0
n1cu×n2cu

0
n1cu×n1cu

0
n1cu×n2cu

0
n1cu×n1cu

0
n1cu×n2cu

. . . 0
n1cu×n1cu

I
n1cu×n2cu

0
n1nu×n1cu

0
n1nu×n2cu

0
n1nu×n1cu

0
n1nu×n2cu

. . . 0
n1nu×n1cu

0
n1nu×n2cu

0
n2nu×n1cu

0
n2nu×n2cu

0
n2nu×n1cu

0
n2nu×n2cu

. . . 0
n2nu×n1cu

0
n2nu×n2cu

...

0
n1nu×n1cu

0
n1nu×n2cu

0
n1nu×n1cu

0
n1nu×n2cu

. . . 0
n1nu×n1cu

0
n1nu×n2cu

0
n2nu×n1cu

0
n2nu×n2cu

0
n2nu×n1cu

0
n2nu×n2cu

. . . 0
n2nu×n1cu

0
n2nu×n2cu




=




bD1c,18·12×4
bD2c,18·12×4

0
8·12×4

0
8·12×4

. . . 0
8·12×4

0
8·12×4

0
4×4

0
4×4

I
4×4

0
4×4

. . . 0
4×4

0
4×4

0
4×4

0
4×4

0
4×4

I
4×4

. . . 0
4×4

0
4×4

...

0
4×4

0
4×4

0
4×4

0
4×4

. . . I
4×4

0
4×4

0
4×4

0
4×4

0
4×4

0
4×4

. . . 0
4×4

I
4×4

0
2×4

0
2×4

0
2×4

0
2×4

. . . 0
2×4

0
2×4

0
2×4

0
2×4

0
2×4

0
2×4

. . . 0
2×4

0
2×4

...

0
2×4

0
2×4

0
2×4

0
2×4

. . . 0
2×4

0
2×4

0
2×4

0
2×4

0
2×4

0
2×4

. . . 0
2×4

0
2×4




(A.44)
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b̄Dnaug
(N0·nx+n

V E
·ncu+n

D
·nnu)×n

D
·nnu

= b̄Dnaug
(8·12+n

V E
·8+n

D
·4)×n

D
·4

=




bD2n,1N0·nx×n1nu
bD2n,1N0·nx×n2nu

0
N0·nx×n1nu

0
N0·nx×n1nu

. . . 0
N0·nx×n1nu

0
N0·nx×n2nu

0
n1cu×n1nu

0
n1cu×n2nu

0
n1cu×n1nu

0
n1cu×n2nu

. . . 0
n1cu×n1nu

0
n1cu×n2nu

0
n2cu×n1nu

0
n2cu×n2nu

0
n2cu×n1nu

0
n2cu×n2nu

. . . 0
n2cu×n1nu

0
n2cu×n2nu

...

0
n1cu×n1nu

0
n1cu×n2nu

0
n1cu×n1nu

0
n1cu×n2nu

. . . 0
n1cu×n1nu

0
n1cu×n2nu

0
n1cu×n1nu

0
n1cu×n2nu

0
n1cu×n1nu

0
n1cu×n2nu

. . . 0
n1cu×n1nu

0
n1cu×n2nu

0
n1nu×n1nu

0
n1nu×n2nu

I
n1nu×n1nu

0
n1nu×n2nu

. . . 0
n1nu×n1nu

0
n1nu×n2nu

0
n2nu×n1nu

0
n2nu×n2nu

0
n2nu×n1nu

I
n2nu×n2nu

. . . 0
n2nu×n1nu

0
n2nu×n2nu

...

0
n1nu×n1nu

0
n1nu×n2nu

0
n1nu×n1nu

0
n1nu×n2nu

. . . I
n1nu×n1nu

0
n1nu×n2nu

0
n2nu×n1nu

0
n2nu×n2nu

0
n2nu×n1nu

0
n2nu×n2nu

. . . 0
n2nu×n1nu

I
n2nu×n2nu




=




bD2n,18·12×2
bD2n,18·12×2

0
8·12×2

0
8·12×2

. . . 0
8·12×2

0
8·12×2

0
4×2

0
4×2

0
4×2

0
4×2

. . . 0
4×2

0
4×2

0
4×2

0
4×2

0
4×2

0
4×2

. . . 0
4×2

0
4×2

...

0
4×2

0
4×2

0
4×2

0
4×2

. . . 0
4×2

0
4×2

0
4×2

0
4×2

0
4×2

0
4×2

. . . 0
4×2

0
4×2

0
2×2

0
2×2

I
2×2

0
2×2

. . . 0
2×2

0
2×2

0
2×2

0
2×2

0
2×2

I
2×2

. . . 0
2×2

0
2×2

...

0
2×2

0
2×2

0
2×2

0
2×2

. . . I
2×2

0
2×2

0
2×2

0
2×2

0
2×2

0
2×2

. . . 0
2×2

I
2×2




(A.45)

B̃D
(N0·nx+n

V E
·ncu+n

D
·nnu)×(Nc·ncu+Nn·nnu)

=

[
b̄Dc

(N0·nx+n
V E

·ncu+n
D
·nnu)×Nc·ncu

b̄Dn
(N0·nx+n

V E
·ncu+n

D
·nnu)×Nn·nnu

]

(A.46)
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b̄Dc
(N0·nx+n

V E
·ncu+n

D
·nnu)×Nc·ncu

= b̄Dc
(8·12+n

V E
·8+n

D
·4)×8·8

=
[
b̄Dc1

b̄Dc2

]

b̄Dc1
=




bD1c,2N0·nx×n1cu
bD1c,2N0·nx×n2cu

. . . bD1c,NcN0·nx×n1cu
bD2c,NcN0·nx×n2cu

0
n1cu×n1cu

0
n1cu×n2cu

. . . 0
n1cu×n1cu

0
n1cu×n2cu

0
n2cu×n1cu

0
n2cu×n2cu

. . . 0
n2cu×n1cu

0
n2cu×n2cu

...

0
n1cu×n1cu

0
n1cu×n2cu

. . . 0
n1cu×n1cu

0
n1cu×n2cu

0
n2cu×n1cu

0
n2cu×n2cu

. . . 0
n2cu×n1cu

0
n2cu×n2cu

0
n1nu×n1cu

0
n1nu×n2cu

. . . 0
n1nu×n1cu

0
n1nu×n2cu

0
n2nu×n1cu

0
n2nu×n2cu

. . . 0
n2nu×n1cu

0
n2nu×n2cu

...

0
n1nu×n1cu

0
n1nu×n2cu

. . . 0
n1nu×n1cu

0
n1nu×n2cu

0
n2nu×n1cu

0
n2nu×n2cu

. . . 0
n2nu×n1cu

0
n2nu×n2cu




=




bD1c,28·12×4
bD1c,28·12×4

. . . bD1c,88·12×4
bD2c,88·12×4

0
4×4

0
4×4

. . . 0
4×4

0
4×4

0
4×4

0
4×4

. . . 0
4×4

0
4×4

...

0
4×4

0
4×4

. . . 0
4×4

0
4×4

0
4×4

0
4×4

. . . 0
4×4

0
4×4

0
2×4

0
2×4

. . . 0
2×4

0
2×4

0
2×4

0
2×4

. . . 0
2×4

0
2×4

...

0
2×4

0
2×4

. . . 0
2×4

0
2×4

0
2×4

0
2×4

. . . 0
2×4

0
2×4




b̄Dc2
=




0
N0·nx×n1cu

0
N0·nx×n2cu

0
n1cu×n1cu

0
n1cu×n2cu

0
n2cu×n1cu

0
n2cu×n2cu

...

I
n1cu×n1cu

0
n1cu×n2cu

0
n2cu×n1cu

I
n2cu×n2cu

0
n1nu×n1cu

0
n1nu×n2cu

0
n2nu×n1cu

0
n2nu×n2cu

...

0
n1nu×n1cu

0
n1nu×n2cu

0
n2nu×n1cu

0
n2nu×n2cu




=




0
8·12×4

0
8·12×4

0
4×4

0
4×4

0
4×4

0
4×4

...

I
4×4

0
4×4

0
4×4

I
4×4

0
2×4

0
2×4

0
2×4

0
2×4

...

0
2×4

0
2×4

0
2×4

0
2×4




(A.47)
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b̄Dn
(N0·nx+n

V E
·ncu+n

D
·nnu)×Nn·nnu

= b̄Dn
(8·12+n

V E
·8+n

D
·4)×1·4

=
[
b̄Dn1

b̄Dn2

]

b̄Dn1
=




bD1n,2N0·nx×n1nu
bD1n,2N0·nx×n2nu

. . . bD1n,NnN0·nx×n1nu
bD2n,NnN0·nx×n2nu

0
n1cu×n1nu

0
n1cu×n2nu

. . . 0
n1cu×n1nu

0
n1cu×n2nu

0
n2cu×n1nu

0
n2cu×n2nu

. . . 0
n2cu×n1nu

0
n2cu×n2nu

...

0
n1cu×n1nu

0
n1cu×n2nu

. . . 0
n1cu×n1nu

0
n1cu×n2nu

0
n2cu×n1nu

0
n2cu×n2nu

. . . 0
n2cu×n1nu

0
n2cu×n2nu

0
n1nu×n1nu

0
n1nu×n2nu

. . . 0
n1nu×n1nu

0
n1nu×n2nu

0
n2nu×n1nu

0
n2nu×n2nu

. . . 0
n2nu×n1nu

0
n2nu×n2nu

...

0
n1nu×n1nu

0
n1nu×n2nu

. . . 0
n1nu×n1nu

0
n1nu×n2nu

0
n2nu×n1nu

0
n2nu×n2nu

. . . 0
n2nu×n1nu

0
n2nu×n2nu




b̄Dn2
=




0
N0·nx×n1nu

0
N0·nx×n2nu

0
n1cu×n1nu

0
n1cu×n2nu

0
n2cu×n1nu

0
n2cu×n2nu

...

I
n1cu×n1nu

0
n1cu×n2nu

0
n2cu×n1nu

I
n2cu×n2nu

0
n1nu×n1nu

0
n1nu×n2nu

0
n2nu×n1nu

0
n2nu×n2nu

...

0
n1nu×n1nu

0
n1nu×n2nu

0
n2nu×n1nu

0
n2nu×n2nu




=




0
8·12×2

0
8·12×2

0
4×2

0
4×2

0
4×2

0
4×2

...

I
4×2

0
4×2

0
4×2

I
4×2

0
2×2

0
2×2

0
2×2

0
2×2

...

0
2×2

0
2×2

0
2×2

0
2×2




(A.48)

C̃D
(Nc·ncy+Nn·nny)×(N0·nx+n

V E
·ncu+n

D
·nnu)

=
[
C̄D

(Nc·ncy+Nn·nny)×N0·nx
d̄Dcaug(Nc·ncy+Nn·nny)×n

V E
·ncu

d̄Dnaug(Nc·ncy+Nn·nny)×n
D
·nnu

]

(A.49)
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C̄D
(Nc·ncy+Nn·nny)×N0·nx

= C̄D
(8·12+1·8)×8·12

=
[
ĈD

(Nc·ncy+Nn·nny)×N0·nx

]

=
[
ĈD

(8·12+1·8)×8·12

]
=

[
ĈD104×96

]
(A.50)

d̄Dcaug(Nc·ncy+Nn·nny)×n
V E

·ncu
= d̄Dcaug(8·12+1·8)×n

V E
·8

=




d̂D1c,1(Nc·ncy+Nn·nny)×n1cu

d̂D2c,1(Nc·ncy+Nn·nny)×n2cu

0
(Nc·ncy+Nn·nny)×n1cu

0
(Nc·ncy+Nn·nny)×n2cu

...

0
(Nc·ncy+Nn·nny)×n1cu

0
(Nc·ncy+Nn·nny)×n2cu




T

=




d̂D1c,1(8·12+1·8)×4

d̂D2c,1(8·12+1·8)×4

0
(8·12+1·8)×4

0
(8·12+1·8)×4

...

0
(8·12+1·8)×4

0
(8·12+1·8)×4




T

(A.51)

d̄Dnaug(Nc·ncy+Nn·nny)×n
D
·nnu

= d̄Dnaug(8·12+1·8)×n
D
·4

=




d̂D1n,1(Nc·ncy+Nn·nny)×n1nu

d̂D2n,1(Nc·ncy+Nn·nny)×n2nu

0
(Nc·ncy+Nn·nny)×n1nu

0
(Nc·ncy+Nn·nny)×n2nu

...

0
(Nc·ncy+Nn·nny)×n1nu

0
(Nc·ncy+Nn·nny)×n2nu




T

=




d̂D1n,1(8·12+1·8)×2

d̂D2n,1(8·12+1·8)×2

0
(8·12+1·8)×2

0
(8·12+1·8)×2

...

0
(8·12+1·8)×2

0
(8·12+1·8)×2




T

(A.52)
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D̃
D(Nc·ncy+Nn·nny)×(Nc·ncu+Nn·nnu)

=




d̂D1c,2(Nc·ncy+Nn·nny)×n1cu

d̂D2c,2(Nc·ncy+Nn·nny)×n2cu

...

d̂D1c,Nc(Nc·ncy+Nn·nny)×n1cu

d̂D2c,Nc(Nc·ncy+Nn·nny)×n2cu

0
(Nc·ncy+Nn·nny)×n1cu

0
(Nc·ncy+Nn·nny)×n2cu

d̂D1n,2(Nc·ncy+Nn·nny)×n1nu

d̂D2n,2(Nc·ncy+Nn·nny)×n2nu

...

d̂D1n,Nn(Nc·ncy+Nn·nny)×n1nu

d̂D2n,Nn(Nc·ncy+Nn·nny)×n2nu

0
(Nc·ncy+Nn·nny)×n1nu

0
(Nc·ncy+Nn·nny)×n2nu




T

⇐⇒

D̃
D104×68

=




d̂D1c,2104×4

d̂D2c,2104×4

. . .

d̂D1c,8104×4

d̂D2c,8104×4

0
104×4

0
104×4

0
104×2

0
104×2




T

(A.53)
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A.2 Direct User-to-User Contact

For direct user-to-user contact, the dimensions of the state, the input, and the output

vectors are as follows:
nx = 8 number of states of continuous-time system

ncu = 4 number of fast inputs (updated at the control rate) of

continuous-time system

n1cu = 2 number of fast inputs (updated at the control rate) of

continuous-time system at the Peer 1 side

n2cu = 2 number of fast inputs (updated at the control rate) of

continuous-time system at the Peer 2 side

nnu = 2 number of slow inputs (updated at the network rate) of

continuous-time system

n1nu = 1 number of slow inputs (updated at the network rate) of

continuous-time system at the Peer 1 side

n2nu = 1 number of slow inputs (updated at the network rate) of

continuous-time system at the Peer 2 side

nu = ncu + nnu = 6 number of inputs of continuous-time system

ncy = 8 number of fast outputs (updated at the control rate) of

continuous-time system

n1cy = 4 number of fast outputs (updated at the control rate) of

continuous-time system at the Peer 1 side

n2cy = 4 number of fast outputs (updated at the control rate) of

continuous-time system at the Peer 2 side

nny = 4 number of slow outputs (updated at the network rate)

of continuous-time system

n1ny = 2 number of slow outputs (updated at the network rate)

of continuous-time system at the Peer 1 side

n2ny = 2 number of slow outputs (updated at the network rate)

of continuous-time system at the Peer 2 side

ny = ncy + nny = 12 number of outputs of continuous-time system



161

A.2.1 Discretization of the Continuous State Space Repre-

sentation

With the multiple sampling rates existing in the control system, the state vector for

the discrete-time system is expanded as:

xD
N0·nx×1

[k] = xD8·8×1
[k] = xD64×1

[k]

=




x
nx×1

((k − 1) T0 + τ0)

x
nx×1

((k − 1) T0 + 2τ0)
...

x
nx×1

((k − 1) T0 + (N0 − 1) τ0)

x
nx×1

(kT0)




=




x
8×1

((k − 1) T0 + τ0)

x
8×1

((k − 1) T0 + 2τ0)
...

x
8×1

((k − 1) T0 + 7τ0)

x
8×1

(kT0)




=




x
nx×1

(kT0 − (N0 − 1) τ0)

x
nx×1

(kT0 − (N0 − 2) τ0)
...

x
nx×1

(kT0 − τ0)

x
nx×1

(kT0)




=




x
8×1

(kT0 − 7τ0)

x
8×1

(kT0 − 6τ0)
...

x
8×1

(kT0 − τ0)

x
8×1

(kT0)




(A.54)

The output vector is expanded as:

yD
(Nc·ncy+Nn·nny)×1

[k] = yD
(8·8+1·4)×1

[k] = yD68×1
[k] =

(
yDcNc·ncy×1

[k]

yDnNn·nny×1
[k]

)

=

(
yDc8·8×1

[k]

yDn1·4×1
[k]

)
=

(
yDc64×1

[k]

yDn4×1
[k]

)

(A.55)
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where:

yDcNc×ncy
[k] = yDc8·8×1

[k] = yDc64×1
[k]

=




yDcncy×1
(kT0)

yDcncy×1
(kT0 + Tc)
...

yDcncy×1
(kT0 + (Nc − 1) Tc)




=




yDc8×1
(kT0)

yDc8×1
(kT0 + Tc)

...

yc8×1
(kT0 + 7Tc)




=




yD1cn1cy×1
(kT0)

yD2cn2cy×1
(kT0)

yD1cn1cy×1
(kT0 + Tc)

yD2cn2cy×1
(kT0 + Tc)
...

yD1cn1cy×1
(kT0 + 7Tc)

yD2cn2cy×1
(kT0 + 7Tc)




=




yD1c4×1
(kT0)

yD2c4×1
(kT0)

yD1c4×1
(kT0 + Tc)

yD2c4×1
(kT0 + Tc)
...

yD1c4×1
(kT0 + 7Tc)

yD2c4×1
(kT0 + 7Tc)




(A.56)

yDnNn×nny
[k] = yDn1·4×1

[k] = yDn4×1
[k]

=




yDnnny×1
(kT0)

yDnnny×1
(kT0 + Tn)
...

yDnnny×1
(kT0 + (Nn − 1) Tn)




=
[
yDn4×1

(kT0)
]

=




yD1nn1ny×1
(kT0)

yD2nn2ny×1
(kT0)

yD1nn1ny×1
(kT0 + Tn)

yD2nn2ny×1
(kT0 + Tn)
...

yD1nn1ny×1
(kT0 + (Nn − 1) Tn)

yD2nn2ny×1
(kT0 + (Nn − 1) Tn)




=

[
y1n2×1

(kT0)

y2n2×1
(kT0)

]

(A.57)
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The input vector is expanded as:

uD
(Nc·ncu+Nn·nnu)×1

[k] = uD
(8·4+1·2)×1

[k] = uD34×1
[k]

=

(
uDcNc·ncu×1

[k]

uDnNn·nnu×1
[k]

)
=

(
uDc8·4×1

[k]

uDn1·2×1
[k]

)
=

(
uDc32×1

[k]

uDn2×1
[k]

)

(A.58)

where uDcNc·ncu×1
[k] depends on positions and velocities measured locally at the con-

trol sampling rate Tc:

uDcNc·ncu×1
[k] = uDc8·4×1

[k] = uDc32×1
[k]

=




ucncu×1
(kT0)

...

ucncu×1
(kT0 + (Nc − 1) Tc)


 =




uc4×1
(kT0)
...

uc4×1
(kT0 + 7Tc)




=




u1cn1cu×1
(kT0)

u2cn2cu×1
(kT0)

...

u1cn1cu×1
(kT0 + (Nc − 1) Tc)

u2cn2cu×1
(kT0 + (Nc − 1) Tc)




=




u1c2×1
(kT0)

u2c2×1
(kT0)
...

u1c2×1
(kT0 + 7Tc)

u2c2×1
(kT0 + 7Tc)




(A.59)

and uDnNn·nnu×1
[k] depends on positions and velocities received from the remote peer
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at the network sampling rate Tn:

uDnNn·nnu×1
[k] = uDn1·2×1

[k] = uDn2×1
[k]

=




unnnu×1
(kT0)

...

unnnu×1
(T0 + (Nn − 1) Tn)


 =

(
un2×1

(kT0)
)

=




u1nn1nu×1
(kT0)

u2nn2nu×1
(kT0)

...

u1nn1nu×1
(T0 + (Nn − 1) Tn)

u2nn2nu×1
(T0 + (Nn − 1) Tn)




=

(
un1×1

(kT0)

un1×1
(kT0)

)

(A.60)

Hence, the discrete-time state-space representation of the open-loop system is:

xD [k + 1] = ADxD [k] + BDuD [k]

yD [k] = CD

(
U1xD [k + 1] + U2xD [k]

)

(A.61)

The computation of all matrices in Equation (A.61) is detailed in the following.

AD
N0·nx×N0·nx

= AD8·12×8·12 = AD96×96

=




0
8×8

· · · 0
8×8

AD18×8

0
8×8

· · · 0
8×8

AD28×8

0
8×8

· · · 0
8×8

AD38×8

0
8×8

· · · 0
8×8

AD48×8

0
8×8

· · · 0
8×8

AD58×8

0
8×8

· · · 0
8×8

AD68×8

0
8×8

· · · 0
8×8

AD78×8

0
8×8

· · · 0
8×8

AD88×8




64×64

(A.62)
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in which:

ADl8×8
= eA

8×8
·l·τ0 = eA

8×8
·l· 1

1024 l = 1, · · · , N0 = 1, · · · , 8

(A.63)

BD
N0·nx×(Nc·ncu+Nn·nnu)

=
[
BDcN0·nx×Nc·ncu

BDnN0·nx×Nn·nnu

]

⇐⇒
BD

8·8×(8·4+1·2)
=

[
BDc8·8×8·4 BDn8·8×1·2

]

⇐⇒
BD64×34

=
[
BDc64×32

BDn64×2

]

(A.64)

with the BDc64×32
and BDn64×2

matrices detailed in the following. Specifically, the

BDc64×32
matrix is an N0 ×Nc = 8× 8 block matrix:

BDcN0·nx×Nc·ncu
=

[
bDc,lµnx×ncu

]
=

[(
bD1c,lµnx×n1cu

bD2c,lµnx×n2cu

)]

l = 1, . . . , N0; µ = 0, . . . , Nc − 1

⇐⇒
BDc64×32

=
[
bDc,lµ8×4

]
=

[(
bD1c,lµ8×2

,bD2c,lµ8×2

)]

l = 1, . . . , 8; µ = 0, . . . , 7

(A.65)
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with the lµ block computed via:

bDic,lµnx×nic
=





0
nx×nic

l ≤ lc · µ

∫ l·τ0
µ·lc·τ0 e

A
nx×nx (l · τ0 − τ)B

icnx×nic
dτ lc · µ < l ≤ lc · (µ + 1)

∫ (µ+1)·lc·τ0
µ·lc·τ0 e

A
nx×nx (l · τ0 − τ)B

icnx×nic
dτ lc · (µ + 1) < l

(i = 1, 2)

⇐⇒

bD1c,lµ8×2
=





0
8×2

l ≤ 1 · µ

∫ l·τ0
µ·1·τ0 eA

8×8 (l · τ0 − τ)B1c8×2
dτ 1 · µ < l ≤ 1 · (µ + 1)

∫ (µ+1)·1·τ0
µ·1·τ0 eA

8×8 (l · τ0 − τ)B1c8×2
dτ 1 · (µ + 1) < l

bD2c,lµ8×2
=





0
12×2

l ≤ 1 · µ

∫ l·τ0
µ·1·τ0 eA

8×8 (l · τ0 − τ)B2c8×2
dτ 1 · µ < l ≤ 1 · (µ + 1)

∫ (µ+1)·1·τ0
µ·1·τ0 eA

8×8 (l · τ0 − τ)B2c8×2
dτ 1 · (µ + 1) < l

(A.66)

Hence:

BDcN0·nx×Nc·ncu=8·8×8·4=64×32
=




bDc,108×4
0

8×4
· · · 0

8×4
0

8×4

bDc,208×4
bDc,218×4

· · · 0
8×4

0
8×4

bDc,308×4
bDc,318×4

· · · 0
8×4

0
8×4

bDc,408×4
bDc,418×4

· · · 0
8×4

0
8×4

bDc,508×4
bDc,518×4

· · · 0
8×4

0
8×4

bDc,608×4
bDc,618×4

· · · 0
8×4

0
8×4

bDc,708×4
bDc,718×4

· · · bDc,768×4
0

8×4

bDc,808×4
bDc,818×4

· · · bDc,868×4
bDc,878×4




=
[
bDc,064×4

bDc,164×4
· · · bDc,664×4

bDc,264×4

]

(A.67)
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Where:

bDc,lµnx×ncu
=

(
bD1c,lµnx×n1cu

bD2c,lµnx×n2cu

)

l = 1, . . . , N0; µ = 0, . . . , Nc − 1

bDc,µ64×4
=

(
bD1c,lµ64×2

,bD2c,µ64×2

)

l = 1, . . . , 8; µ = 0, . . . , 7

(A.68)

The BDn64×2
matrix is an N0 ×Nn = 8× 1 block matrix:

BDnN0·nx×Nn·nnu
=

[
bDn,lµnx×nnu

]
=

[(
bD1n,lµnx×n1nu

bD2c,lµnx×n2nu

)]

l = 1, . . . , N0; µ = 0, . . . , Nn − 1

⇐⇒
BDn64×2

=
[
bDn,lµ8×2

]
=

[(
bD1n,lµ8×1

,bD2n,lµ8×1

)]

l = 1, . . . , 8; µ = 0

(A.69)
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with the lµ block computed via:

bDin,lµnx×nin
=





0
nx×nin

l ≤ ln · µ

∫ l·τ0
µ·ln·τ0 e

A
nx×nx (l · τ0 − τ)B

innx×nin
dτ ln · µ < l ≤ ln · (µ + 1)

∫ (µ+1)·ln·τ0
µ·ln·τ0 e

A
nx×nx (l · τ0 − τ)B

innx×nin
dτ ln · (µ + 1) < l

(i = 1, 2)

⇐⇒

bD1n,lµ8×1
=





0
8×1

l ≤ 8 · µ = 0

∫ l·τ0
µ·8·τ0 eA

8×8 (l · τ0 − τ)B1n8×1
dτ 8 · µ = 0 < l ≤ 8 · (µ + 1) = 8

∫ (µ+1)·8·τ0
µ·8·τ0 eA

12×12 (l · τ0 − τ)B1n12×2
dτ 8 · (µ + 1) = 8 < l

⇐⇒
bD1n,lµ8×1

=

∫ l·τ0

µ·8·τ0
eA

8×8 (l · τ0 − τ)B1n12×2
dτ 0 < l ≤ 8

bD2n,lµ8×1
=





0
8×1

l ≤ 8 · µ = 0

∫ l·τ0
µ·8·τ0 eA

8×8 (l · τ0 − τ)B2n8×1
dτ 8 · µ = 0 < l ≤ 8 · (µ + 1) = 8

∫ (µ+1)·8·τ0
µ·8·τ0 eA

8×8 (l · τ0 − τ)B2n12×2
dτ 8 · (µ + 1) = 8 < l

⇐⇒
bD2n,lµ8×1

=

∫ l·τ0

µ·8·τ0
eA

8×8 (l · τ0 − τ)B2n8×1
dτ 0 < l ≤ 8

(A.70)

Hence:

BDnN0·nx×Nn·nnu=8·8×1·2=64×2
=




bDn,108×2

bDn,208×2

...

bDn,708×2

bDn,808×2




=




bD1n,108×1
bD2n,108×1

bD1n,208×1
bD2n,208×1

...

bD1n,708×1
bD2n,708×1

bD1n,808×1
bD2n,808×1




=
[
bDn,064×2

]
=

[
bD1n,064×1

bD2n,064×1

]

(A.71)
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CD
(Nc·ncy+Nn·nny)×N0·nx

=

[
CDcNc·ncy×N0·nx

CDnNn·nny×N0·nx

]

⇐⇒
CD

(8·8+1·4)×8·8
=

[
CDc8·8×8·8

CDn1·4×8·8

]

⇐⇒
CD68×64

=

[
CDc64×64

CDn4×64

]

(A.72)

with the CDc64×64
and CDn4×64

matrices detailed in the following. Specifically, the

CDc64×64
matrix is an Nc ×N0 = 8× 8 block matrix:

CDcNc·ncy×N0·nx
=

[
cDc,νlncy×nx

]
=





cD1c,νln1cy×nx

cD2c,νln2cy×nx







ν = 0, . . . , Nc − 1; l = 1, . . . , N0

⇐⇒
CDc64×64

=
[
cDc,νl8×8

]
=

[(
cD1c,νl4×18

cD2c,νl4×8

)]

ν = 0, . . . , 7; l = 1, . . . , 8

(A.73)
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with the νl block computed via:

cDic,νlnicy×nx
=





C
icnicy×nx

ν = 0, l = N0 or lc · ν = l

0
nicy×nx

otherwise

(i = 1, 2)

⇐⇒

cD1c,νl4×8
=





C1c4×8
ν = 0, l = 8 or 1 · ν = l

0
4×8

otherwise

cD2c,νl4×8
=





C2c4×8
ν = 0, l = 8 or 1 · ν = l

0
4×8

otherwise

(A.74)

Hence:

CDcNc·ncy×N0·nx=8·8×8·8=64×64

=




0
8×8

0
8×8

0
8×8

0
8×8

0
8×8

0
8×8

0
8×8

Cc8×8

Cc8×8
0

8×8
0

8×8
0

8×8
0

8×8
0

8×8
0

8×8
0

8×8

0
8×8

Cc8×8
0

8×8
0

8×8
0

8×8
0

8×8
0

8×8
0

8×8

0
8×8

0
8×8

Cc8×8
0

8×8
0

8×8
0

8×8
0

8×8
0

8×8

0
8×8

0
8×8

0
8×8

Cc8×8
0

8×8
0

8×8
0

8×8
0

8×8

0
8×8

0
8×8

0
8×8

0
8×8

Cc8×8
0

8×8
0

8×8
0

8×8

0
8×8

0
8×8

0
8×8

0
8×8

0
8×8

Cc8×8
0

8×8
0

8×8

0
8×8

0
8×8

0
8×8

0
8×8

0
8×8

0
8×8

Cc8×8
0

8×8




(A.75)

Where

Cc8×8
=

(
C1c4×8

C2c4×8

)

(A.76)

The CDn4×64
matrix is a Nn ×N0 = 1× 8 block matrix:
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CDnNn·nny×N0·nx
=

[
cDn,νlnny×nx

]
=





cD1n,νln1ny×nx

cD2n,νln2ny×nx







ν = 0, . . . , Nn − 1; l = 1, . . . , N0

⇐⇒
CDn4×64

=
[
cDn,νl4×8

]
=

[(
cD1n,νl2×8

cD2n,νl2×8

)]

ν = 0; l = 1, . . . , 8

(A.77)

with the νl block computed via:

cDin,lν2×8
=





C
inniny×nx

ν = 0, l = N0 or ln · ν = l

0
2×8

otherwise

(i = 1, 2)

⇐⇒

cD1n,lν2×8
=





C1n2×4
ν = 0, l = 8 or 8 · ν = l

0
2×4

otherwise

cD2n,lν2×8
=





C2n2×8
ν = 0, l = 8 or 8 · ν = l

0
2×8

otherwise

(A.78)

Hence:

CDnNn·nny×N0·nx=1·4×8·8=4×64
=

[
0

4×8
0

4×8
0

4×8
0

4×8
0

4×8
0

4×8
0

4×8
Cn4×8

]

(A.79)
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Where

Cn4×8
=

(
C1n2×8

C2n2×8

)

(A.80)

Lastly, U1
N0·nx×N0·nx=8·8×8·8=64×64

and U2
N0·nx×N0·nx=8·8×8·8=64×64

are N0 ×N0 = 8 blocks

diagonal matrices having the following nx × nx = 8× 8 blocks on their diagonals:





U1
N0·nx×N0·nx

= blockdiag
(
I

nx×nx
, . . . , I

nx×nx
,0

nx×nx

)

U2
N0·nx×N0·nx

= blockdiag
(
0

nx×nx
, . . . ,0

nx×nx
, I

nx×nx

)

⇐⇒ 



U18·8×8·8 = U164×64
= blockdiag

(
I

8×8
, . . . , I

8×8
,0

8×8

)

U28·8×8·8 = U264×64
= blockdiag

(
0

8×8
, . . . ,0

8×8
, I

8×8

)

(A.81)

Therefore,

ĈD68×64
= CD68×64

·U164×64
·AD64×64

+ CD68×64
·U264×64

D̂D68×34
= CD68×64

·U164×64
·BD64×34

(A.82)

The closed-loop dynamics can be obtained from the open-loop discrete-time dif-

ference equations using the feedback law:

uD
(Nc·ncu+Nn·nnu)×1

= FD
(Nc·ncu+Nn·nnu)×(Nc·ncy+Nn·nny)

yD
(Nc·ncy+Nn·nny)×1

⇐⇒
uD68×1

= FD
(8·4+1·2)×(8·8+1·4)

yD
(8·8+1·4)×1

= FD34×68
yD68×1

(A.83)
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According to Equation 4.33, given

FccNc·ncu×Nc·ncy
= Fcc8·8×8·12 =


F1cn1cu×n1cy

0
n1cu×n2cy

0
n2cu×n1cy

F2cn2cu×n2cy


 =

[
F1c2×4

0
2×4

0
2×4

F2c2×4

]

FcnNc·ncu×Nn·nny
= Fcn8·8×1·8 =


0

n1cu×n1ny
0

n1cu×n2ny

0
n2cu×n1ny

0
n2cu×n2ny


 =

[
0

2×2
0

2×2

0
2×2

0
2×2

]

FncNn·nnu×Nc·ncy
= Fnc1·4×8·12 =


0

n1nu×n1cy
0

n1nu×n2cy

0
n2nu×n1cy

0
n2nu×n2cy


 =

[
0

1×4
0

1×4

0
1×4

0
1×4

]

FnnNn·nnu×Nn·nny
= Fnn1·4×1·8 =


F1nn1nu×n1ny

0
n1nu×n2ny

0
n2nu×n1ny

F2nn2nu×n2ny


 =

[
F1n1×2

0
1×2

0
1×2

F2n1×2

]

(A.84)

The discrete-time feedback matrix FD
(Nc·ncu+Nn·nnu)×(Nc·ncy+Nn·nny)=(8·4+1·2)×(8·8+1·4)=34×68

is:

FD
(Nc·ncu+Nn·nnu)·×(Nc·ncy+Nn·nny)

=

[
FDccNc·ncu×Nc·ncy

FDcnNc·ncu×Nn·nny

FDncNn·nnu×Nc·ncy
FDnnNn·nnu×Nn·nny

]

⇐⇒
FD

(32+2)×(64+4)
=

[
FDcc32×64

FDcn32×4

FDnc2×64
FDnn2×4

]
=

[
FDcc32×64

0
32×4

0
2×64

FDnn2×4

]

(A.85)

and the FDccNc·ncu×Nc·ncy=32×64
and FDnnNn·nnu×Nn·nny=2×4

matrices are block matrices

computed as detailed next. In particular, FDccNc·ncu×Nc·ncy
has Nc×Nc = 8× 8 blocks

of dimension ncu × ncy = 4× 8:

FDccNc·ncu×Nc·ncy
=

[
fDcc,µνncu×ncy

]
µ = 0, . . . , Nc − 1; ν = 0, . . . , Nc − 1

⇐⇒
FDcc8·4×8·8=32×64

=
[
fDcc,µν4×8

]
µ = 0, . . . , 7; ν = 0, . . . , 7

(A.86)
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with the µν block computed via:

fDcc,µνncu×ncy
=





Fccncu×ncy
νlc ≤ µlc < (ν + 1) lc

0
ncu×ncy

otherwise.

⇐⇒

fDcc,µνncu×ncy
=





Fcc4×8
ν ≤ µ < (ν + 1)

0
4×8

otherwise.

(A.87)

Hence:

FDcc32×64
=




Fcc4×8
0

4×8
0

4×8
0

4×8
0

4×8
0

4×8
0

4×8
0

4×8

0
4×8

Fcc4×8
0

4×8
0

4×8
0

4×8
0

4×8
0

4×8
0

4×8

0
4×8

0
4×8

Fcc4×8
0

4×8
0

4×8
0

4×8
0

4×8
0

4×8

0
4×8

0
4×8

0
4×8

Fcc4×8
0

4×8
0

4×8
0

4×8
0

4×8

0
4×8

0
4×8

0
4×8

0
4×8

Fcc4×8
0

4×8
0

4×8
0

4×8

0
4×8

0
4×8

0
4×8

0
4×8

0
4×8

Fcc4×8
0

4×8
0

4×8

0
4×8

0
4×8

0
4×8

0
4×8

0
4×8

0
4×8

Fcc4×8
0

4×8

0
4×8

0
4×8

0
4×8

0
4×8

0
4×8

0
4×8

0
4×8

Fcc4×8




(A.88)

The FDnnNn·nnu×Nn·nny
has Nn×Nn = 1× 1 blocks of dimension nnu×nny = 4× 8:

FDnnNn·nnu×Nn·nny
=

[
fDnn,µνnnu×nny

]
µ = 0, . . . , Nn − 1; ν = 0, . . . , Nn − 1

⇐⇒
FDnn1·2×1·4=2×4

=
[
fDnn,µν2×4

]
µ = 0; ν = 0

(A.89)
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with the µν block computed via:

fDnn,µνncu×ncy
=





Fnnnnu×nny
νln ≤ µln < (ν + 1) ln

0
nnu×ncny

otherwise.

⇐⇒

fDnn,µν2×4
=





Fnn2×4
8ν ≤ 8µ < 8 (ν + 1)

0
2×4

otherwise.

(A.90)

Hence:

FDnn2×4
= Fnn2×4

(A.91)

A.2.2 Delay Augmentation

Similarly, the network and computational delay can be integrated into the discrete-

time dynamics of the system using the method in Appendix B of [2]. For the general

case of a computational delay TV E = n
V E

Tc (i.e., an integer multiple of the control

sampling rate) and a network delay TD = n
D
Tn (i.e., an integer multiple of the

network sampling rate), the discrete-time system:

xD64×1
[k + 1] = AD64×64

xD64×1
[k] +

[
BDc64×32

BDn64×2

](
uDc64×32

[k]

uDn64×2
[k]

)

(
yDc64×1

[k]

yDc4×1
[k]

)
= ĈD68×64

xD64×1
[k] +

[
D̂Dc68×32

D̂Dn68×2

] (
uDc32×1

[k]

uDn2×1
[k]

)

(A.92)

has the delayed feedback:

(
uDc32×1

[k]

uDn2×1
[k]

)
= FD34×68

(
yDc64×1

[k − n
V E

Tc]

yDc4×1
[k − n

D
Tn]

)

(A.93)
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In this case, the state vector is augmented with the delayed inputs:

x̃D
(64+4·n

V E
+2·n

D)×1

[k] =




xD64×1
[k]

uc4×1
(kT0 − n

V E
Tc)

...

uc4×1
(kT0 − Tc)

un2×1
(kT0 − n

D
Tn)

...

un2×1
(kT0 − Tn)

un2×1
(kT0 − Tn)




=




xD64×1
[k]

u1c2×1
(kT0 − n

V E
Tc)

u2c2×1
(kT0 − n

V E
Tc)

...

u1c2×1
(kT0 − Tc)

u2c2×1
(kT0 − Tc)

u1n1×1
(kT0 − n

D
Tn)

u2n1×1
(kT0 − n

D
Tn)

...

u1n1×1
(kT0 − Tn)

u2n1×1
(kT0 − Tn)




(A.94)

and the transition matrices are modified as follows:

ÃD
(N0·nx+n

V E
·ncu+n

D
·nnu)×(N0·nx+n

V E
·ncu+n

D
·nnu)

=




ĀD
(N0·nx+n

V E
·ncu+n

D
·nnu)×N0·nx

b̄Dcaug
(N0·nx+n

V E
·ncu+n

D
·nnu)×n

V E
·ncu

b̄Dnaug
(N0·nx+n

V E
·ncu+n

D
·nnu)×n

D
·nnu




T

(A.95)
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ĀD
(N0·nx+n

V E
·ncu+n

D
·nnu)×N0·nx

= ĀD
(8·12+n

V E
·8+n

D
·4)×8·12

=




AD8·8×8·8

0
2×8·8

0
2×8·8
...

0
2×8·8

0
2×8·8

0
1×8·8

0
1×8·8
...

0
1×8·8

0
1×8·8




(A.96)

b̄Dcaug
(N0·nx+n

V E
·ncu+n

D
·nnu)×n

V E
·ncu

= b̄Dcaug
(8·12+n

V E
·8+n

D
·4)×n

V E
·8

=




bD1c,18·8×2
bD2c,18·8×2

0
8·8×2

0
8·8×2

. . . 0
8·8×2

0
8·8×2

0
2×2

0
2×2

I
2×2

0
2×2

. . . 0
2×2

0
2×2

0
2×2

0
2×2

0
2×2

I
2×2

. . . 0
2×2

0
2×2

...

0
2×2

0
2×2

0
2×2

0
2×2

. . . I
2×2

0
2×2

0
2×2

0
2×2

0
2×2

0
2×2

. . . 0
2×2

I
2×2

0
1×2

0
1×2

0
1×2

0
1×2

. . . 0
1×2

0
1×2

0
1×2

0
1×2

0
1×2

0
1×2

. . . 0
1×2

0
1×2

...

0
1×2

0
1×2

0
1×2

0
1×2

. . . 0
1×2

0
1×2

0
1×2

0
1×2

0
1×2

0
1×2

. . . 0
1×2

0
1×2




(A.97)
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b̄Dnaug
(N0·nx+n

V E
·ncu+n

D
·nnu)×n

D
·nnu

= b̄Dnaug
(8·12+n

V E
·8+n

D
·4)×n

D
·4

=




bD1n,18·8×1
bD2n,18·8×1

0
8·8×1

0
8·8×1

. . . 0
8·8×1

0
8·8×1

0
2×1

0
2×1

0
2×1

0
2×1

. . . 0
2×1

0
2×1

0
2×1

0
2×1

0
2×1

0
2×1

. . . 0
2×1

0
2×1

...

0
2×1

0
2×1

0
2×1

0
2×1

. . . 0
2×1

0
2×1

0
2×1

0
2×1

0
2×1

0
2×1

. . . 0
2×1

0
2×1

0
1×1

0
1×1

I
1×1

0
1×1

. . . 0
1×1

0
1×1

0
1×1

0
1×1

0
1×1

I
1×1
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B̃D
(N0·nx+n

V E
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D
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]

(A.99)
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C̃D
(Nc·ncy+Nn·nny)×(N0·nx+n
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D
·nnu)

=
[
C̄D
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C̄D
(Nc·ncy+Nn·nny)×N0·nx
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ĈD
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]
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ĈD
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]
=
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ĈD68×64
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d̄Dnaug(Nc·ncy+Nn·nny)×n
D
·nnu

= d̄Dnaug(8·12+1·8)×n
D
·4

=




d̂D1n,1(Nc·ncy+Nn·nny)×n1nu

d̂D2n,1(Nc·ncy+Nn·nny)×n2nu

0
(Nc·ncy+Nn·nny)×n1nu

0
(Nc·ncy+Nn·nny)×n2nu

...

0
(Nc·ncy+Nn·nny)×n1nu

0
(Nc·ncy+Nn·nny)×n2nu




T

=




d̂D1n,1(8·8+1·4)×1

d̂D2n,1(8·8+1·4)×1

0
(8·8+1·4)×1

0
(8·8+1·4)×1

...

0
(8·8+1·4)×1

0
(8·8+1·4)×1




T

(A.105)



182

D̃
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A.3 Detailed Procedure of Setting Up WANem for

Network Condition Emulation

A.3.1 Network Emulation and WANem

By adjusting the network traffic flow with specific devices, the real network condition

can be imitated Network emulation is a technique of imitating the real network con-

dition by adjusting the network traffic flow, enabling users to experience the behavior

and test the performance of applications. The network emulation can be implemented

either via a software that generally runs on computer or a dedicated emulation device.

Via network emulation, various network attributes can be simulated, including the

network bandwidth, network delay and delay jitter, and packet loss and re-ordering.

Various softwares are available for network emulation, i.e. the Shunra VE Desktop

Standard, LANforge FIRE, etc. Research in this dissertation chooses the Wide Area

Network Emulator (WANem) from TATA Consultancy Services Ltd.

The WANem is a free software, integrated with Linux Knoppix Operating System

and distributed in the form of bootable CD. It is easy to setup on Personal Computer

and straightforward to configure. Via a Web-based interface, users can adjust the

attributes of the simulated network environment, introducing network delay, jitter,

packet loss and bandwidth. The minimum requirement for using WANem is i386

based PC with 1 CPU, 512 RAM and 1 network interface card of 100Mbps [60].

A.3.2 Configuring WANem on a PC for Network Emulation

As the detailed procedure of starting WANem on a PC is presented in [60], this section

only demonstrates an example of configuration of a WANem that is ready to use. In

this example, the “PC with WANem” has other relevant routing information as Table

A.1. These relevant routing information can be obtained from the computer manager

of the department.

Assigned IP of the PC with WANem 142.104.117.163
NetMask of the PC with WANem 255.255.224.0
Default Gateway of the PC with WANem 142.104.127.254

Table A.1: Example of WANem configuration: relevant routing information of the
PC with WANem



184

A.3.3 Setting Up Routing between Connected Peer Users

In this example, the involved PCs are two peer users and the PC with WANem, which

are IP as Table A.2 respectively.

Role of PC IP
Peer User 1 142.104.118.82
Peer User 2 142.104.118.137
PC with WANem 142.104.117.163

Table A.2: Example of WANem configuration: IP of involved PCs

The routing between the peer users are setup via the commend “route add”.

the format of this command is ”route add (destination IP) mask 255.255.255.255

WANem IP”. The detailed procedure is as below:

• run ”cmd” on the PCs of the two peer users as administrator.

• in the DOS command window at Peer User 1, run “route add 142.104.118.137

mask 255.255.255.255 142.104.117.163”

• in the DOS command window at Peer User 2, run “route add 142.104.118.137

mask 255.255.255.255 142.104.117.163”

To double check whether the routing is properly setup, “ping” from one user to

the other. Give the peer-to-peer connection, the response time of ping command will

be approximately double the amount of defined constant network delay.

A.3.4 Adjusting Emulated Network Condition

With the Web-based interface provided by WANen, adjusting the emulated network

condition is quite straightforward. This Web-based interface can be started via web

browser such as Internet Explore, Firefox, etc. The address of the Web-based in-

terface is “http://IP of WANem/WANem”. In the case of this example, it is

“http://142.04.117.163/WANem”. Note that characters this address should be input

as their given cases. It is notable that the routed packages from WANem may get

blocked by some anti-virus softwares and firewalls. Before using WANem, make sure

all the PCs in communication allow the ICMP echo request packets at firewall. Also,

turn off the functions of the anti-virus software that may block the routed packages

from WANem.
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Glossary

N0 the least common multiple of Nc and Nn, xviii

Nc = T0

Tc
number of control sampling periods in T0, xviii

Nn = T0

Tn
number of network sampling periods in T0,

xviii

T0 smallest sampling rate that is an integer mul-

tiple of all sampling rates in the system, xviii

Tc control sampling rate, xviii

Td = n
D
Tn communication (network) delay - considered

an integer multiple of the network sampling

rate in this dissertation, xviii

Tn network sampling rate, xviii

TV E = n
V E

Tc computational (virtual environment) delay -

considered an integer multiple of the control

sampling rate, xviii

I
n×n

n× n unity matrix, xviii

N̄ = Nc + Nn sum of all N -s, xviii

ẋ
d

velocity transmitted from the remote site via

wave variables (delayed and sub-sampled, xviii

ẋn velocity directly transmitted from the remote

site (delayed and sub-sampled), xviii

x
d

position transmitted from the remote site via

wave variables (delayed and sub-sampled, xviii

xn position directly transmitted from the remote

site (delayed and sub-sampled), xviii
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τ0 base sampling rate, i.e., largest sampling rate

that fits an integer number of times in all sys-

tem sampling rates, xviii

lc = Tc

τ0
number of fundamental sampling periods in

Tc, xviii

ln = Tn

τ0
number of fundamental sampling periods in

Tn, xviii

nu number of inputs of the continuous-time sys-

tem, xviii

nx number of states of the continuous-time sys-

tem, xviii

ny number of outputs of the continuous-time sys-

tem, xviii

n1cu number of fast inputs (updated at the con-

trol rate) of the continuous-time system at the

Peer 1 side, xviii

n1cy number of fast outputs (updated at the con-

trol rate) of the continuous-time system at the

Peer 1 side, xviii

n1nu number of slow inputs (updated at the net-

work rate) of the continuous-time system at

the Peer 1 side, xviii

n1ny number of slow outputs (updated at the net-

work rate) of the continuous-time system at

the Peer 1 side, xviii

n2cu number of fast inputs (updated at the con-

trol rate) of the continuous-time system at the

Peer 2 side, xviii

n2cy number of fast outputs (updated at the con-

trol rate) of the continuous-time system at the

Peer 2 side, xviii

n2nu number of slow inputs (updated at the net-

work rate) of the continuous-time system at

the Peer 2 side, xviii
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n2ny number of slow outputs (updated at the net-

work rate) of the continuous-time system at

the Peer 2 side, xviii

ncu number of fast inputs (updated at the control

rate) of the continuous-time system, xviii

ncy number of fast outputs (updated at the control

rate) of the continuous-time system, xviii

nnu number of slow inputs (updated at the net-

work rate) of the continuous-time system, xviii

nny number of slow outputs (updated at the net-

work rate) of the continuous-time system, xviii

p number of sample times in the system (Tc and

Tn are the two sampling rates of the haptic

cooperation system, so p = 2 in this disserta-

tion), xviii

ACK-based positive acknowledgement based, xviii

ARQ Automatic Repeat Request, xviii

CSHVE Cooperative Shared Haptic Virtual Environ-

ment, xviii

FEC Forward Error Correction, xviii

HD Haptic Device, xviii

ICMP Internet Control Message Protocol, xviii

IP Internet Protocol, xviii

LAN Local Area Network, xviii

MAN Metropolitan Area Network, xviii

NACK-based negative acknowledgement based, xviii
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PC Personal Computer, xviii

PCA Proposed Control Architecture, xviii

PD controller Proportional-Derivative Controller, xviii

POC Passivity Observer and Controller, xviii

RCA Referenced Control Architecture, xviii

RDP Remote Dynamic Proxy, xviii

S-SCTP Smoothed Synchronous Collaborative Trans-

mission Protocol, xviii

SCTP Synchronous Collaborative Transmission Pro-

tocol, xviii

SVE Shared Virtual Environment, xviii

SVO Shared Virtual Object, xviii

TCP Transmission Control Protocol, xviii

TCT Task Completion Time, xviii

UDP User Datagram Protocol, xviii

VC Virtual Coupling, xviii

VE Virtual Environment, xviii

WANem Wide Area Network Emulator, xviii

ZOH Zero Order Hold, xviii


