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Abstract— Robot teleoperation is a reliable way to perform
a variety of tasks with complex robotic systems. However, the
remote control of active telepresence cameras on the robot for
improved telepresence adds an additional degree of complexity
while teleoperating and can thus affect the operator’s per-
formance during tele-manipulation. Our previous user study
investigates the general human performance and preference
when using various wearable cameras. In this paper, we further
investigate how humans respond to the usage of telepresence
cameras in terms of motion behavior. The findings from our
human motion analysis inform several desired designs for robot
teleoperation interfaces and assistive autonomy.

I. INTRODUCTION

Teleoperation enables many complex robotic platforms
(e.g., multi-manipulator surgical robots [1], humanoid nurs-
ing robots [2]) to perform tasks beyond the capabilities of
robot autonomy, such as dexterous manipulation and high-
speed navigation in dynamic, cluttered, human environments.
Most of the time, the performance of many freeform tele-
manipulation heavily relies upon a teleoperator’s effective
usage of remote telepresence cameras (see Fig. 1). As a
result, efficient and intuitive interfaces are necessary not
only for complex tele-action control but also for the control
of active telepresence. For instance, contemporary mobile
manipulators and humanoid robots (e.g., assisting humans in
outer space [3], under water [4], nursing [5], manufactur-
ing [6] and daily living tasks [7]) have several telepresence
cameras, attached to head, torso, hands and base of the robot,
in order to provide sufficient perception capabilities to enable
robot autonomy and improve the teleoperator’s situational
awareness. The remote control of active telepresence cameras
is difficult because the humans develop novel motor skills
to control the “alien eyes” on the robots, which are largely
different from human eyes in their displacements, motion
capabilities, and field of view (FOV). These elements are
counter-intuitive to their intuitive, natural motions for gaze
control. Learning how to use these remote telepresence
cameras is critical to the development of robot teleoperation
skills and therefore attracts many research efforts. For in-
stance, prior research has extensively studied the challenges
in laparoscopic camera control [8], effects of various human
factors on performance [9], methods for autonomous camera
assistance [10] and paradigms for surgeon training [11]. As
humans and robotic systems synergize more in the future
of work, robot teleoperation will become a necessary skill
in many work domains. Understanding how humans learn
to use the various active telepresence cameras will provide
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insights to the design of teleoperation interfaces and camera
assistance autonomy.

Fig. 1: Nursing robot teleoperation via a freeform interface with feedback
from telepresence cameras attached to head, torso and wrists.

This paper will leverage a novel experimental paradigm
developed in our prior work to reveal human behavior
and preference in the usage of various active telepresence
cameras. In this experimental paradigm, participants were
provided with video streams from the cameras attached to
their head, torso, and hands as well as a standalone camera
monitoring the workspace. They then performed a compre-
hensive dexterous manipulation task that involves reaching,
grasping, moving, and stacking of objects. Our prior work
has conducted the preliminary examination of the overall
human performance (task completion time and errors) when
using different wearable cameras, and preference of cameras
in various aspects of usability (e.g., efficiency, frustration,
intuitiveness, etc.) [12]. We have observed some interesting
human motions of head, torso, and arms across participants,
which motivated us to further evaluate several hypotheses
regarding the perception-action coupling in the usage of ac-
tive telepresence cameras. Our insights from this observation
are that: 1) a human and a robot coupled via a teleoperation
interface can be considered as a cyber-human system. 2) As
humans practice robot teleoperation, a new perception-action
coupling will be developed for the cyber-human system, so
that humans can effectively select and control the remote
cameras, for the purpose of performing tele-action (e.g.,
reaching, moving, grasping objects) or remote perception
(e.g., visual searching and tracking). Based on this insight,
this work will conduct a comprehensive motion analysis, to
reveal some human motor control strategies that significantly
influence: 1) the telepresence camera control interface, 2) the
preference of camera control motion; and 3) the integration
of limited visual and haptic feedback. The novelty of our
work is to extend the research on perception-action coupling
from human to cyber-human system. It demonstrated that
our proposed experimental paradigm provides an effective
approach to understand how humans respond to the per-
ception and motion capabilities of teleoperated robots, and



informs us on how to design interface and robot autonomy
to facilitate this adaptation.

II. RELATED WORK

Imagine you are an alien creature with eyes attached to the
torso and hands, but not on the head. Your hands can only
vaguely feel an object when touching. How would you use
these novel eyes and hands to perceive and interact with your
environment? Fortunately, we are confident that the human
motor system is able to re-develop a “new normal,” to best
utilize your new perception and action capabilities, as in
motor skill training [13]–[15] and rehabilitation [16]–[18].
The human behavior and underlying human motor control
strategies of the vision-motion coupling [19], haptic-motion
coupling [20], [21] and the integration of multi-sensory
feedback [22]–[25] have been extensively investigated in
various human motor skills. Research on human vision-
motion coupling reveals that human gaze and visual attention
control in daily activities can be influenced not only by
the salient features [26] and surprising stimuli [27] in task
environment, but also by the action and behavior goals [19]
(and their associated intrinsic [28], [29] and explicit [30],
[31] rewards), the benefits of collecting additional informa-
tion to reduce the uncertainty in task environments [32]–
[37], the memory of task-relevant objects or context cues
in the environment [19], [38]–[40], and the predicted visual
state in action control [41]–[52]. These findings lead effective
computational models to explain, predict, and render human
(-like) visual attention [53]. Moreover, frameworks such
as probabilistic decision theory [19], [54]–[56], stochastic
optimal control [57]–[60], and maximum likelihood estima-
tion [25], [61]–[65] have been used to explain the vision-
motion coupling of human motor control. Similarly, the
effects of haptic perception and visuo-haptic sensory inte-
gration, have also been investigated in various human motor
behavior and motor learning processes (e.g., [20], [21], [23],
[61], [66], [67]. The framework of Maximum Likelihood
Estimation (MLE) has been used to explain the weighted
integration of multi-sensory cues (e.g., visual and haptic
cues), in natural and synthetic environments [25], [61]–[65].
However, the research on perception-action coupling, from
experimental human movement studies, to theoretical frame-
works, to computational models, have not been extended to
cyber-human systems that emerge due to recent advances
in robotics. These include the humans and remote robotic
systems coupled via (assisted) teleoperation interfaces. In
our prior work, we have proposed a novel experimental
paradigm to observe the human movements used to con-
trol the cameras attached to their head, torso, and hands,
which have different configurations and mobility compared
to human eyes [12]. We have observed very consistent
behaviors of human head, arm, and body movements in
the usage of wearable cameras, which implies the general
underlying strategies of the perception-action coupling of
the integrated human and tele-robotic systems. We have also
noticed humans attempt to leverage the limited available
haptic feedback to compensate for the remote perception

issues (e.g., loss of depth information, limited field of
view, etc.), which implies the strategies for multi-sensory
integration. Following the preliminary work, this paper will
further analyze these observed human behaviors to reveal the
perception-motion coupling in a novel context and discuss
their implications to the design of tele-robotic interfaces.

III. EXPERIMENTAL PARADIGM

Fig. 2: Experimental paradigm.

Our prior work [12] devised a novel experimental
paradigm to investigate the perception-motion coordination
in the usage of active telepresence. Shown in Fig. 2, human
participants are asked to perform dexterous manipulation
tasks (e.g., stacking light-weight plastic cups into a pyramid),
with the video stream from the wearable cameras attached
to their head, torso, hands, and the standalone camera in
the workspace. Specifically, the Head Camera (CH ) was
attached to the front of the VR headset, matching natural
human eyesight; The Clavicle Camera (CC) was attached
to the chest above the sternum and between the under-
arms; The Action Camera (CA) and Perception Camera
(CP ) were attached to the participant’s dominant and non-
dominant hands respectively. A Workspace Camera (CW )
was set up across the workspace from the participant on a
stationary tripod. The cameras in the experimental paradigm
are chosen to simulate the configuration and mobility of
representative active telepresence cameras commonly used
in robot teleoperation, such as the pan-and-tilt or fixed
cameras attached to humanoid robot head or torso/base [68],
additional camera arms that track the end-effector of the
manipulator arm or/and task features (often used in tele-
robotic surgery [10]), the eye-in-hand cameras attached to the
end-effectors of manipulator arms [69], and the standalone
cameras for supervising the robot workspace with a fixed
viewpoint [70]. The selection of cameras in the proposed
experimental paradigm also matches the cameras available
to many contemporary commercial and prototype mobile
humanoid nursing robots [5], [71], so that the findings from
the experiments can inform the design of interfaces and
assistive autonomy for nursing robots teleoperation.

A. Human Movement Study and Analysis

Our prior work conducted a user study using the proposed
experimental paradigm to observe: 1) how humans perform
gross manipulations (e.g., reaching, moving) and precise
manipulations (e.g., grasping, stacking) using each active
telepresence cameras, and 2) what cameras human prefer
to use to perform different manipulation actions. During the
experiment, the participants wore thick gloves to minimize
their dependence on precise haptic feedback and a wireless
microphone to switch the cameras using voice commands.



For each camera, a participant first practiced a cup stacking
task to get familiar with the selected camera view, and then
performed the cup stacking task at their comfortable pace
with this camera for skill evaluation (2 trials x 5 cameras
= 10 trials). In this paper, we analyzed the human behavior
from the performance trial in single-camera trials (see the
detailed experiment tasks and procedure in [12]).

While the natural behavior observed in the freeform usage
of active telepresence cameras are complicated to model
(in terms of regular motion patterns or action sequences),
our prior work did reveal some object manipulation and
camera motion control behaviors demonstrated by all the
participants, which implies that there may exist a perception-
motion coupling strategy generally preferred by human
motor control. To reveal these strategies, we conducted
a comprehensive human movement analysis, followed by
a participant interview, to answer two research questions:
RQ1 - Are there any consistent perception-action coupling
strategies naturally preferred by human motor control in the
usage of active telepresence cameras? RQ2 - How do these
perception-action coupling strategies influence robot teleop-
eration interfaces? To this end, we annotated the recorded
video of human movements from the user study, to iden-
tify the distinguishable movement features that are largely
different from how humans perform the same manipulation
tasks with their eyes. These distinguishable motion features
were observed in the head movements, torso movements,
uni-manual and bi-manual motions for object manipulation
and camera control, and physical contacts with manipulated
objects and environments (with limited haptic feedback).
Among all the distinguishable motion features, we identify
the motions observed in all the participants, which reveals
the consistent natural preference of human motor control in
the usage of active telepresence. These include:

a) Head Movement: The participant instinctively
moves their head to adjust the camera view, even if the
camera is not attached to their head. Some participants are
aware that when the camera is not attached to their head,
moving their head cannot change the camera viewpoint,
while others tend to forget this. In both cases, participants
are frustrated about not being able to change the view using
head movement and perceive more mental workload and
physical discomfort (because of uncomfortable posture of
head and neck). As a result, we counted the instances of
head movements like turning the head around, moving the
head vertically and sideways.

b) Arm Fixation: When using the perception camera
(CP ), participants always fixed their elbow joints, and mostly
adjusted the camera viewpoint by turning their torsos. We
measured the total time the participant held a stationary arm
pose in fixed camera trial for CP .

c) Bimanual Motion: Whenever possible, participants
used both hands for object manipulation to improve the
task efficiency. These motions are observed in the usage of
head (CH ), clavicle (CC) and workspace cameras (Cw). We
counted the instances when both hands were used to gather
and stack cups in the fixed camera trial for head, clavicle,

and workspace cameras.
d) Touch to Locate: Even with limited haptic feedback,

participants still frequently touch to identify and confirm the
cup locations. For this motion, we counted the number of
times a hand was used to tap the bottom of the cup in fixed
camera trial for each camera.

e) Tentative Stacking: Stacking cups on each other
requires the most precise manipulation among all task com-
ponents. As a result, participants always tap the cup to be
stacked before carefully placing another cup on top of it. We
labelled and counted instances when participants held a cup
in hand to tentatively stack the cup on others.

f) Slide Cup on Table: Whenever possible, participants
slide the cup in hand on the table to move it, instead of
picking it and we counted all such instances.

B. Participant Survey and Interview

Our prior work had conducted a post-study survey, with
NASA-TLX and task-specific questions, to understand the
perceived performance, mental workload, frustration, situ-
ational awareness, and the ease to perform gross and fine
manipulation. Based on the preference (in ranking) for
the active telepresence cameras inferred from the survey
feedback, we further conducted an interview with each
participant to identify the causing factors and the extent of
their influence. Participant interviews are useful for con-
necting interface characteristics to the specific aspects of
the interface usability [72], [73] but are not well-adopted
in the evaluation of robot teleoperation interface and as-
sistive autonomy design. In the interview, we presented
the recorded video of the selected camera trial and mixed
camera trial to the participant, and discussed about the
distinguishable movement features they had demonstrated.
For each distinguishable movement feature, we asked 1)
if the participants were aware of the way they performed
the movement, 2) why they performed the motions in this
way, and 3) how they feel about the performance (e.g.,
efficiency, mental/physical workload, frustration, situational
awareness of task-relevant and performance-critical features).
In addition, we also collected detailed information about their
experience in STEM education, robots, gaming, and virtual
reality system. We have also asked the participants 1) how
they compared the experience of using active telepresence
camera with their experience in their daily manipulation
activities, robot teleoperation, gaming, and virtual reality
systems; and 2) Based on the experience of using these active
telepresence cameras, what their idea of an efficient and
intuitive camera control interface in teleoperation would be.
The interview took about 1-1.5 hours for each participant, to
collect in-depth understanding of the participant’s behavior.

IV. RESULTS

A. Instinctive Head Movements

We noticed that people attempt to adjust the camera view
using their head even for the action, perception and clavicle
cameras (see the head posture in Fig. 3). The analysis
of the head movement shows that using action camera



(a) (b) (c)

Fig. 3: Compulsive head movement: (a) raise head up; (b) hold head down;
(c) turn head side way.

causes more frequent (p < 0.01) head motion than the
clavicle and perception cameras. Fig. 4 shows the instances
of head movements with respect to the task completion
time in the fixed camera trials for the clavicle, perception
and action cameras. We examine the correlation between
task performance (completion time) and the instances of
head movements. A significant linear regression was found
for clavicle (F(1,13) = 12.8, p < 0.01, with an R2 of
0.5), perception (F(1,13) = 14.2, p < 0.01, with an R2

of 0.52) and action (F(1,13) = 5.9, p < 0.05, with an R2

of 0.32) cameras. The linear regression predicts that the
expected task completion time increases by approximately
9.5 (clavicle), 4.6 (perception) and 4.7 (action) seconds for
each instance of head movements. Our interview reveals
that not being able to control the camera viewpoint using
their head movements caused a lot of frustration for ev-
ery participant. Additionally, some participants can remind
themselves that head movements are not effective for camera
viewpoint control and try to suppress this instinct, while
others only realized the head movements are useless for
camera viewpoint control until they felt discomfort. Overall,
we found that it is more difficult for the participants to
realize and suppress the instinctive head movements, when
the camera is more difficult to use. What the interview has
revealed is also consistent with our survey results, which
shows that the action camera resulted in the highest effort,
frustration level and mental demand and lowest awareness of
hands and cups. followed by clavicle and perception cameras.
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Fig. 4: Task completion time vs the instances of head movement for the
clavicle, perception and action hand cameras.

B. Control of the Perception Hand Camera

In the usage of the perception hand camera (CP ), we
found that the participants tend to fix their elbow joints
when moving the perception camera around (see the arm
posture in Fig. 5.a). Fig. 5.b shows the proportion of time

that participants adopted a fixed arm posture with respect
to the total task completion time in the fixed camera trial
for the perception camera (82.9 ± 12.7 percent). We also
found that most of the participants (11 of 16) tend to fix their
shoulder joints and move their torso to control the perception
camera viewpoint, which limits the perception hand camera
motions with respect to the base frame of the torso. Our
interview reveals that: most participants intentionally limit
the elbow and shoulder motions of the perception camera arm
so that they can better remember the spatial relationship of
the perception hand camera with respect to their body. This
lets them coordinate the camera motions with the motions
of their manipulating hand, object, and workspace. Some
participants indicated that they unconsciously choose the
elbow angle so that the perception camera is not too far
away from their body, making it easy and comfortable to
move and look around the workspace. Overall, the situational
awareness of the perception camera pose with respect to their
body is critical to the planning of coordinated perception and
manipulation actions.
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Fig. 5: (a) The fixed elbow pose for perception camera control; (b) Duration
of the arm fixation w.r.t. task completion in perception camera usage.

C. Bimanual manipulation

(a) (b)

Fig. 6: Bimanual manipulation for (a) reaching, (b) stacking.

Whenever possible, participants preferred bimanual ma-
nipulation, to speed up the task and to increase their reaching
ranges without moving the body. The usage of bimanual
manipulation, in both symmetric and asymmetric forms, are
observed in the head, clavicle and workspace cameras, for
reaching to collect cups (Fig. 6.a), and for placing/stacking
the cups in the same row (Fig. 6.b). We also found that
bimanual control is more frequent with the head camera
(13/16 participants) than the clavicle (3/16 participants) and
workspace cameras (4/16 participants). Our interview shows
that bimanual manipulations are more difficult when using
the clavicle camera, because reaching both hands forward
to objects caused the torso to lean forward which reduces



the viewpoint control of the clavicle camera. Compared
to unimanual manipulation, bimanual manipulation is more
efficient yet more complex to plan. The interview feedback
is consistent with our survey results, which shows that when
using the clavicle and workspace cameras, participants have
higher cognitive workload and worse situational awareness,
and thus are less likely to consider bimanual manipulations.

D. Dependence on Haptic Perception

Our experimental paradigm limited the haptic perception
of the participants so that they had to rely mostly on the
visual feedback from RGB cameras to perform the tasks.
However, participants still learned to utilize the limited
haptic feedback received through the thick gloves they wore
to compensate for reduced visual feedback. Across all the
participants and camera viewpoints, we observed the partic-
ipants: 1) touching to locate (cups), 2) touching to feel the
cup when tentatively stacking the cup, and 3) sliding the cup
on the table so that they can leverage the haptic perception
of table constraints to better control the moving motions.
Fig. 7 (left) shows the mean and standard deviation of touch-
to-locate instances across participants for different cameras.
The ANOVA analysis shows that using an action camera
causes significantly more frequent (p < 0.01) touch-to-locate
actions than all other cameras. Also, touch-to-locate actions
occurred least (p < 0.01) when using the head camera.
These significant differences indicates that participant resort
more to haptic feedback for the cameras more difficult to
use (as indicated in our survey feedback). Both the observed
human behavior and the interview feedback indicate that:
1) touching-to-locate an object is the most necessary haptic
perception to complement the loss of depth information and
limited field of view while using active telepresence; 2) the
haptic feedback does not have to be strong and realistic if it
can provide a sense of contact. This can largely reduce the
mental workload and stress due to uncertainty in perception,
while improving the task accuracy and efficiency.
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Fig. 7: Touching-to-locate, tentative-stacking and sliding cups-on-table
actions observed in the usage of the head (H), clavicle (C), perception (P),
action (A) and workspace (W) camera.

In addition to touch-to-locate, participants also used touch-
to-feel when tentatively stacking and sliding the cups on
the table. Overall, the tentative stacking actions are more
observed with the cameras identified as non-intuitive and
inefficient to use. In Fig. 7 (right), the tentative stacking
actions are used by 15 of 16 participants when working
with the action hand camera, and by 2 of 16 participants
when working with the head camera. On the other hand,

sliding cups on table are observed in more than half of
the participants for all the cameras. The interview feedback
reveals that: 1) the gloves effectively damped most of their
haptic perception; 2) the limited tactile sensing is still very
helpful to the task in many cases.

V. THE IMPLICATION TO ASSISTED TELEOPERATION
INTERFACE DESIGN

The findings from our human movement studies imply
several design principles for robot teleoperation interfaces
and assistive autonomy so that the coordinated control of
remote perception and actions will comply with natural
behavior and preference of human motor control. Although
these principles have been practiced in the state-of-the-art
robot teleoperation interface implementations to some extent,
research thus far has not been able to reveal the human motor
control strategies that make the interface design choices to
be effective or provide a framework of generalizable design
philosophy for the various interface hardware and robots. Our
discussion here aims to bridge the gap and try to extend the
understanding of perception-action coupling from humans to
closely coupled human-robot systems.

A. Head Control for Primary Viewpoints

Egocentric viewpoint control (using head and gaze) for
remote cameras is not new to the design of tele-robotic
interfaces [74]. As the human tracking technologies become
more accurate, portable and affordable, head- and gaze-
control have also become more adopted for the eye-in-
hand cameras of manipulator and continuum robots [75],
and the head camera of mobile and humanoid robots [76],
[77]. While matching human eyes to robot eyes is a natural
design choice, it is also not rare to see the remote cameras
controlled by hands. When multiple cameras are available
(as on many commercial and prototype humanoid robot
platforms [5], [71]), head and hand control are usually only
used for the head and eye-in-hand cameras, respectively.
When a teleoperator switches their primary viewpoint (i.e,
the camera view they mostly rely upon to perform the task)
from the head to hand camera, adapting to the hand control
of camera viewpoint always leads to interruption of task per-
formance. Lessons learned from (tele-robotic) laparoscopic
surgery training also indicate that it takes much more training
efforts to learn to use hand-controlled cameras [78]. The
instinctive head movement we observed in the usage of
clavicle, perception and action hand cameras implies that
egocentric control (using head or gaze) should be adopted to
control the viewpoint not only from the robot head camera,
but from any camera selected to be the primary viewpoint.
Designs that contradict this strong human instinct will lead
to high cognitive workload, frustration, physical discomfort,
and efforts of training.

B. Spatial Awareness of Camera Pose

Do people need to know the camera pose with respect to
the robot, end-effector, manipulated object and workspace?



Tele-robotic interfaces that adopted fully autonomous cam-
era control assumes that the teleoperators do not need to
remember how the camera has been moved, understand
how the camera viewpoint is selected, and predict how the
camera can be moved to the next desired pose. In direct
teleoperation, understanding the camera pose and motions
is critical to control of the robot action components (e.g.,
end-effector, mobile base). Even in supervisory control, lack
of the spatial awareness of camera pose will reduce the
operator’s situational awareness and capability to intervene
if the robot autonomy is not reliable [79]. Our study reveals
the strategy people used to maintain the spatial awareness
of camera pose: by fixing the elbow joint and limiting the
shoulder motions, the perception hand camera can only be
controlled by simple translation or rotation motions with
respect to the coordinate frame that the participants are very
familiar with and frequently used to for motion planning
(e.g., the coordinate frame attached to the torso). This
observation implies two interface design principle to improve
the spatial awareness of remote camera pose: 1) Similar to
the constrained positioning and point-to-click interface for
precise grasping orientation control [80], for a high-mobility
camera (attached to a manipulator’s arm), the interface
should limit the degrees-of-freedom that a teleoperator can
simultaneously manipulate to adjust camera viewpoint; 2)
On the other hand, it is preferred to compose the motions of
autonomous camera viewpoint using simple translation and
rotation motion primitives, to make it easier to understand
and predict the autonomous camera motions.

C. Preference of Bimanual Operation

Our study reveals that when the camera is intuitive to use,
people have more cognitive bandwidth for planning complex
motions. Human motor control naturally prefers motion
symmetry (in synchronous or anti-phase motions), due to the
inter-hemispheric coupling effects [81]. In the usage of active
telepresence cameras, the preference of symmetric bimanual
motions still exists, and could be leveraged to improve task
efficiency and accuracy. Comparing the bimanual operation
when using the head and clavicle cameras, we found that
it is preferred to ensure the perceptive action control will
not interfere with the manipulation action control. In many
contemporary tele-robotic interfaces, robot manipulation and
mobility actions unavoidably affect the active telepresence
camera viewpoints, because the remote cameras are attached
to the robot base or the end-effector. The findings from our
study suggest that whenever possible, we should select the
camera for the primary viewpoint to be the one that has the
least control inference with robot actions.

D. The Need for Visuo-Haptic Sensory Integration

Our study reveals that people actively resort to every
possible haptic feedback, to compensate for the lost depth
information of the visual feedback via active telepresence.
The desire for haptic feedback is more prominent when per-
forming precise manipulation. Indeed, human motor control
has the instinct to pursue visuo-haptic sensory integration

when they perform tasks with their own bodies [82] as
well as via tele-robotic interfaces. Unfortunately, the state-of-
the-art haptic feedback sending and rendering technologies
cannot enable the teleoperation interface to provide the most
realistic haptic perception. Will that be a problem? It depends
on how much haptic feedback we need to compensate for
the limitation of active telepresence visual feedback. Our
study reveals that: 1) human motor control can achieve
very effective visuo-haptic sensory integration with active
telepresence visual feedback and limited haptic feedback; 2)
for general purpose manipulation tasks, adding a little bit
haptic feedback to indicate the contacts with the remote phys-
ical environment will be much simpler and more effective
than fabricating complicate strategies for the optimization of
camera control and selection.

E. General Design Philosophy for Tele-robotic Interfaces

Inspired by findings from our study, we propose a philoso-
phy for tele-robotic interface and assistive autonomy design:
The goal for interface design is to facilitate human to re-
establish the perception-motion coupling with the perception
and action capabilities of the remote robotic system. From
a high-level perspective, there are three strategies to achieve
this goal. Take several designs in literature and our prior work
for example: 1) we may restore the lost haptic perception
by adding vibrotactile feedback to indicate contacts with the
remote environment [83]; 2) we may also replace haptic
display with augmented reality visual display [84]; 3) we
may delegate the task components that heavily rely upon
haptic feedback to reliable robot autonomy, to eliminate the
need for remote perception-action coupling [68].

VI. CONCLUSION AND FUTURE WORK

This paper analyzed human motion behaviors from the
user study performed primarily with visual feedback from
various wearable cameras in a simulated telepresence setting.
The results identify the participants preferred designs for the
teleoperation interfaces and robot autonomy including: (1)
head movement should be mapped to control the primary
viewpoint of the active telepresence cameras; (2) interface
should limit the degrees-of-freedom when adjusting the cam-
era viewpoint and simplify the camera motions to a supervi-
sory scenario to improve the spatial and situational awareness
of camera pose; (3) haptic feedback is needed to compensate
for the limited visual feedback and the complexity of the
haptic sensation should be integrated with visual feedback.
The user study was recorded along with the participant’s
view from the selected camera. Our future work will analyze
the gaze allocation to investigate the vision for perception
and action. We will also investigate the learning effect to
see if there are any consistent human behaviors that can be
applied to normal usage.
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