
DS595 Reinforcement Learning
Prof. Yanhua Li

Welcome to 

Time: 6:00pm –8:50pm W
Zoom Lecture

Fall 2022

This lecture will be recorded!



Quiz 3 today Week 7 (3/2 W)
v Model free control （30 mins）



Quiz 4 in Week 9 (3/16 W)
v Linear Value Function Approximation （30 mins）

§ Stochastic Gradient Decent
§ VFA for policy evaluation
§ VFA for control



4

Project 3 is available
Due 3/23 Wed, Week #10
top three on the leader board get
10 bonus points

v https://users.wpi.edu/~yli15/courses/DS595
Spring22/Assignments.html

v https://github.com/yingxue-zhang/DS595-
RL-Projects/tree/master/Project3

https://users.wpi.edu/~yli15/courses/DS595Spring22/Assignments.html
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Project 4 is available
Starts 3/23 Wed Week 10
Due 4/25 Monday Week 15

v https://users.wpi.edu/~yli15/courses/DS595
Spring22/Assignments.html

v https://github.com/yingxue-zhang/DS595-
RL-Projects/tree/master/Project4

https://users.wpi.edu/~yli15/courses/DS595Spring22/Assignments.html
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A Project 4 self-intro session 
Wed in Week 9
We will have a 
vSelf Introduction Session on Wed in Week 9

vWho are you? Your expertise, such as 
programming experience, background knowledge 
of data mining, management, analytics. 

vExperience on RL, Deep Learning, Data 
analytics

vAny initial idea for the open project 4?



Last lecture
v Non-linear value function approximation 

§ Intro of Deep Reinforcement Learning (DRL)
§ Review on Deep Learning
§ Deep Q-Learning



This Lecture
v Advanced DQN methods

§ Double-DQN
§ Prioritized DQN
§ Dueling DQN

v Project 3 (by Yingxue) starting from around 
8:20PM
§ Project 3 description
§ Pytorch configuration and Google cloud environment
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Reinforcement Learning
Tabular representation of reward

Model-based control
Model-free control
(MC, SARSA, Q-Learning)

Function representation of reward
1. Linear value function approx
(MC, SARSA, Q-Learning)
2. Value function approximation
(Deep Q-Learning, Double DQN, 
prioritized DQN, Dueling DQN)
3. Policy function approximation
(Policy gradient, PPO, TRPO)
4. Actor-Critic methods
(A2C, A3C)

Review of Deep Learning 
As bases for non-linear function 
approximation (used in 2-4).

Linear reward function learning
Imitation learning
Apprenticeship learning
Inverse reinforcement learning
MaxEnt IRL
MaxCausalEnt IRL
MaxRelEnt IRL

Non-linear reward function learning
Generative adversarial 
imitation learning (GAIL)

Adversarial inverse reinforcement 
learning (AIRL)

Review of Generative Adversarial nets

Multi-Agent Reinforcement Learning
Multi-agent Actor-Critic
etc.

Multi-Agent Inverse Reinforcement 
Learning

MA-GAIL
MA-AIRL
AMA-GAILApplications



This Lecture
v Advanced DQN methods

§ Double-DQN
§ Prioritized DQN
§ Dueling DQN

v Project 3 (by Yingxue) starting from around 
8:20PM
§ Project 3 description
§ Pytorch configuration and Google cloud environment



Model-Free Deep Q-Learning

+ experience replay
reduce correlations between samples

+ fixed target
improve target stability Q

s
a

Q(s,a;w)



-



-

Periodically, update the fixed Q-target -network by the current Q-network.





Breakout game demo

https://www.youtube.com/watch?v=TmPfTpjtdgg







A good link introducing all DQN’s: https://medium.com/@parsa_h_m/deep-reinforcement-learning-
dqn-double-dqn-dueling-dqn-noisy-dqn-and-dqn-with-prioritized-551f621a9823
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Policy

[Double DQN] Deep Reinforcement Learning with Double Q-learning 
Hado van Hasselt and Arthur Guez and David Silver Google DeepMind 
https://arxiv.org/pdf/1509.06461.pdf



https://papers.nips.cc/paper/3964-double-q-learning.pdf

*

*

Recall: Version 1

Separate action selection
and action evaluation



-

In comparison to DQN below:

Separate action selection
and action evaluation





[ICLR 2016] PRIORITIZED EXPERIENCE REPLAY 
Tom Schaul, John Quan, Ioannis Antonoglou and David Silver Google DeepMind
https://arxiv.org/pdf/1511.05952.pdf



Example: TD policy evaluation 
s1 s2 s3 s4 s5 s6

a1 a2

Taxi passenger-seeking process: R=[1,0,0,0,3,0], 
π(s) = a1, ∀s, γ = 1. Any action from s1 and s6 terminates
Given (s3, a1, 0, s3, a1, 0, s2, a1, 0, s1, a1, 1, T);
Q1: TD estimate of states (init at 0) with α=1? [100000]
Q2: Now get to choose 2 ”replay” backups to do. 
Which should we pick to get best estimate? 



Example: TD policy evaluation 
s1 s2 s3 s4 s5 s6

a1 a2

Taxi passenger-seeking process: R=[1,0,0,0,3,0]
For any action, π(s) = a1, ∀s, γ = 1. 
any action from s1 and s6 terminates episode 
Given (s3, a1, 0, s3, a1, 0, s2, a1, 0, s1, a1, 1, T);
Q1: TD estimate of states (init at 0) with α=1? [100000]
Q2: Now get to choose 2 ”replay” backups to do. Which to
pick to get best estimate? (s2, a1, 0, s1), (s3, a1, 0, s2)











[ICML 2016] Dueling Network Architectures for Deep Reinforcement Learning 

Ziyu Wang, Tom Schaul, Matteo Hessel, Hado van Hasselt, Marc Lanctot, Nando de Freitas

https://arxiv.org/pdf/1511.06581.pdf

overtime the Q-value would not overshoot, with Ea∼π(s) [Aπ (s, a)] = 0



For a stochastic policy, V (s) = E [Q (s, a)], thus E (s) [A (s, a)] = 0.



Comparison with Double DQN (as the baseline)



[AAAI 2018] Rainbow: Combining Improvements in Deep Reinforcement Learning, 
Matteo Hessel, Joseph Modayil, Hado van Hasselt, Tom Schaul, Georg Ostrovski, Will Dabney, 
Dan Horgan, Bilal Piot, Mohammad Azar, David Silver, AAAI 2018, 
https://arxiv.org/pdf/1710.02298.pdf



[AAAI 2018] Rainbow: Combining Improvements in Deep Reinforcement Learning, 
Matteo Hessel, Joseph Modayil, Hado van Hasselt, Tom Schaul, Georg Ostrovski, Will Dabney, 
Dan Horgan, Bilal Piot, Mohammad Azar, David Silver, AAAI 2018, 
https://arxiv.org/pdf/1710.02298.pdf



Next Lecture
v Other deep reinforcement learning 

approaches

§Value based DRL (DQN), 

§Policy based DRL
• Policy Gradient
• Proximal Policy Optimization, PPO, -> PPO2
• TRPO (Trust Region Policy Optimization, TRPO

§ (Asynchronous) Advantage Actor Critic:
• A2C
• A3C
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Reinforcement Learning
Tabular representation of reward

Model-based control
Model-free control
(MC, SARSA, Q-Learning)

Function representation of reward
1. Linear value function approx
(MC, SARSA, Q-Learning)
2. Value function approximation
(Deep Q-Learning, Double DQN, 
prioritized DQN, Dueling DQN)
3. Policy function approximation
(Policy gradient, PPO, TRPO)
4. Actor-Critic methods
(A2C, A3C)

Review of Deep Learning 
As bases for non-linear function 
approximation (used in 2-4).

Linear reward function learning
Imitation learning
Apprenticeship learning
Inverse reinforcement learning
MaxEnt IRL
MaxCausalEnt IRL
MaxRelEnt IRL

Non-linear reward function learning
Generative adversarial 
imitation learning (GAIL)

Adversarial inverse reinforcement 
learning (AIRL)

Review of Generative Adversarial nets

Multi-Agent Reinforcement Learning
Multi-agent Actor-Critic
etc.

Multi-Agent Inverse Reinforcement 
Learning

MA-GAIL
MA-AIRL
AMA-GAILApplications



Questions?


