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Data pipeline

Service Providing
Improve urban planning, Ease Traffic Congestion, Save Energy, Reduce

Air Pollution, ...
A

“Urhan Data Analytics

Data Mining, Machine Learning, Visualization
A

n Data Management

Spatio-temporal index, streaming, trajectory, and graph data management,...
A
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Human Traffic Air Meteorolo Social Energy Road

mobility Quality gy Media Networks
A

W Sensing & Data Acquisition
Participatory Sensing, Crowd Sensing, Mobile Sensing

Urban Computing: concepts, methodologies, and applications.
Zheng, Y., et al. ACM transactions on Intelligent Systems and Technology.



Learning Map

Learning Theory

Linear
Model

Deep
Learning

- scenario - task - method

SVM, decision
tree, K-NN ...
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Brief Introduction of
Reinforcement Learning



Deep Reinforcement Learning

At last — a computer program that
can beat a champion Go player PAGE 484
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Deep Reinforcement Learning: Al = RL + DL ;‘*{.v !




Scenario of Reinforcement

Learning
Observation> . | Action
State  44- Change the
environment
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Scenario of Reinforcement

I—ea N | N g Agent learns to take actions
P maximizing expected reward.

Observation> Action

Change the
environment

Reward

<

Environment



Machine Learning
=~ Looking for a Function

Observation

Actor/Policy

Function
input

Used to pick the
best function

i Action
Action = : .
rt( Observation ) unction
= output

A

Reward

Environment
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Learning to play Go

A B C D

E

F G H

J

K

Observation>

IESMENNE O MPERQEIR RSN

A B C D

E

F G H

J

K

BRiMEEN ONIPARQ §RYESE T

e L e T
© = N W s O N L ©

N W R o N W

Action

A B C D E
19

F G H

J

K

IS SMEENES O SEEROINR SRS

18

17

16

15

14

13

12

-0
D)
S
Q
ﬂ
Q

= N W s DO N 0 WO

AN Bl RCIED S E

F G H

Environment

J

K

ISMEIN' "ONIPERQ JRERSH T

e i i e~
o H N W B OO O N 0 WO

N W s 0O N W



Agent learns to take

Lea rﬂing 1o play GO actions maximizing

expected reward.

Observation> Action

:9: AlphaGo

reward O in most cases
If win, reward 1

Ii Ioss reward =

Environment



Learning to play Go

B[ J<]aN=ls i LEarning from teacher

Next move:

115_5” 113_3”

* Reinforcement Learning

First move » ...... many moves

(Two agents play with each other.)

Alpha Go is supervised learning + reinforcement learning.



https://openai.com/blog/openai-five/
https://www.youtube.com/watch?v=eHipy_j29Xw



Examples
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https://openai.com/blog/emergent-tool-use/
https://www.youtube.com/watch?v=kopolLzvh5jY&t=21s



More RL materials

e Textbook: Reinforcement Learning: An Introduction
* http://incompleteideas.net/book/the-book-2nd.html

e Lectures of David Silver

 http://wwwoO.cs.ucl.ac.uk/staff/D.Silver/web/Teaching.ht
ml (10 lectures)

* http://videolectures.net/rldm2015 silver_reinforcemen
t_learning/ (Deep Reinforcement Learning )

e Lecture of Emma Brunskill, Stanford University, 2019

* https://www.youtube.com/watch?v=FgzM3zpZ550&list=PLOROMvo
dv4rOSOPzutgyCTapiGlY2Nd8u

e Lectures of John Schulman
 https://youtu.be/aUrX-rP_ss4



Questions



