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Urban Sensing & Data Acquisition
Participatory Sensing, Crowd Sensing, Mobile Sensing

Traffic Road 
Networks

POIsAir 
Quality

Human 
mobility

Meteorolo
gy

Social 
Media

Energy

Urban Data Management
Spatio-temporal index, streaming, trajectory, and graph data management,...

Urban Data Analytics
Data Mining, Machine Learning, Visualization

Service Providing
Improve urban planning, Ease Traffic Congestion, Save Energy, Reduce 

Air Pollution, ...

Urban Computing: concepts, methodologies, and applications. 
Zheng, Y., et al.  ACM transactions on Intelligent Systems and Technology.

Data pipeline



Supervised Learning

Regression

Linear 
Model

Structured 
Learning

Semi-supervised 
Learning

Transfer 
Learning

Unsupervised 
Learning

Reinforcement 
Learning

Classification

Deep 
Learning

SVM, decision 
tree, K-NN …

Non-linear Model

scenario methodtaskLearning Map

Learning Theory



Unsupervised 
Learning:
Clustering

Bishop: Chapter 9.1

References



Unsupervised Learning



Unsupervised Learning

• Clustering & dimension 
reduction (our focus)

• Generation

function
function

Random numbers

only having 
function input

only having 
function output



Clustering  

• K-means
• Clustering ! = #$,⋯ , #',⋯ , #( into K clusters
• Initialize cluster center )*, i=1,2, … K (K random #' from  !)
• Repeat
• For all #' in !:

• Updating all )*:

Cluster 1 Cluster 2

Cluster 3

Open question: how many 
clusters do we need?

+*'
0
1

)* = ,-
./
+*'#' -

./
+*'

Otherwise
#' is most “close” to )*

1
0
0

0
1
0

0
0
1

Bishop Chapter 9.1



Example: Assigning Clusters

J. Leskovec, A. Rajaraman, J. Ullman: Mining of 
Massive Datasets, http://www.mmds.org 8
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Clusters after round 1



Example: Assigning Clusters

J. Leskovec, A. Rajaraman, J. Ullman: Mining of 
Massive Datasets, http://www.mmds.org 9
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Example: Assigning Clusters

J. Leskovec, A. Rajaraman, J. Ullman: Mining of 
Massive Datasets, http://www.mmds.org 10
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Getting the k right

How to select k?
vTry different k, looking at the change in the 

average distance to centroid as k increases
vAverage falls rapidly until right k, then changes 

little

11

k

Average
distance to

centroid

Best value
of k

J. Leskovec, A. Rajaraman, J. Ullman: Mining of Massive 
Datasets, http://www.mmds.org



Example: Picking k=2

J. Leskovec, A. Rajaraman, J. Ullman: Mining of 
Massive Datasets, http://www.mmds.org 12
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Example: Picking k=3

J. Leskovec, A. Rajaraman, J. Ullman: Mining of 
Massive Datasets, http://www.mmds.org 13
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Example: Picking k

J. Leskovec, A. Rajaraman, J. Ullman: Mining of 
Massive Datasets, http://www.mmds.org 14
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in average
distance.



Clustering

• Hierarchical Agglomerative Clustering (HAC)

Step 1: build a tree
based on similarities
between clusters

Step 2: pick a 
threshold

root



Using single linkage similarity

• Hierarchical Agglomerative Clustering (HAC)

Step 1: build a tree
based on similarities
between clusters

Step 2: pick a 
threshold



Using complete linkage similarity

• Hierarchical Agglomerative Clustering (HAC)

Step 1: build a tree
based on similarities
between clusters

Step 2: pick a 
threshold



Questions


