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Abstract—Advancements in mobile sensing, data mining, and artificial intelligence have revolutionized the collection and analysis of Human-generated Spatial-Temporal Data (HSTD), paving the way for diverse applications across multiple domains. However, previous works have primarily focused on designing task-specific models for different problems, which lack transferability and generalizability when confronted with diverse HSTD. Additionally, these models often require a large amount of labeled data for optimal performance. While pre-trained models in Natural Language Processing (NLP) and Computer Vision (CV) domains have showcased impressive transferability and generalizability, similar efforts in the spatial-temporal data domain have been limited. In this paper, we take the lead and introduce the Spatial-Temporal Pre-Training model, i.e., STPT, which is connected with a self-supervised learning task, to address these limitations. STPT enables the creation of robust and versatile representations of HSTD. We validate our framework using real-world data and demonstrate its efficacy through two downstream tasks, i.e., trajectory classification and driving activity identification (e.g., identifying seeking vs. serving behaviors in taxi trajectories). Our results achieve an accuracy of 83.125% (16.2% higher than the average baseline) for human mobility identification and an accuracy of 77.88% (13.0% higher than the average baseline) for the human activity identification task. These outcomes underscore the potential of our pre-trained model for diverse downstream applications within the spatial-temporal data domain.

Index Terms—pre-training, self-supervised learning, spatial-temporal data mining, driver identification, human decision analysis

I. INTRODUCTION

Advancements in mobile sensing and information technologies, coupled with the proliferation of data mining and artificial intelligence, have brought about a revolutionary shift in the collection and analysis of Human-generated spatial-temporal data (HSTD). This transformation has paved the way for various applications and benefits. One notable application is the human mobility identification models, which utilize human trajectory data, such as GPS traces from pedestrians, taxi drivers, and gig-workers, to identify individual users [1]–[5]. Prominent companies like Uber [6] and Lyft [7] have implemented these models to automatically identify drivers, ensuring authorized operations and enhancing service safety.

Furthermore, numerous research works [8]–[15] rely on HSTD to investigate, monitor and forecast the dynamic urban status (e.g., the traffic speed and volume). By leveraging HSTD, researchers can gain valuable insights into urban transit planning, resource allocation, traffic management, and public safety. Moreover, researchers delve into the study of human mobility patterns and decision-making based on mobility data [16]–[18]. By unveiling and analyzing the knowledge acquired from these datasets, valuable information can be derived to contribute to not only individual decision-makers but also public transportation efficiency and service quality.

While the aforementioned works have demonstrated effectiveness in addressing specific problems and applications, they typically rely on disparate models and datasets tailored to each scenario. These approaches introduce limitations concerning model generalizability and transferability. For example, a model designed for human identification might encounter challenges when repurposed for predicting traffic patterns. As a result, extra time and computation resources are needed to deal with various problems with diverse data sources. Moreover, task-specific models often necessitate a substantial labeled training dataset to ensure the reliability and robustness of the resulting model. For example, when designing an accident alarm model, it is often challenging to obtain a sufficient amount of traffic accident data, which can limit
the effectiveness of the model in accurately detecting and predicting accidents.

State-of-the-art pre-trained models. The emergent pre-trained models such as PaLM [19], LLAMA [20], GPT-3 [21], and ChatGPT [22], have shown superb generalizability and model transferability when pre-trained on a large dataset equipped with billions of parameters. During training, they leverage vast corpora and employ a self-supervised objective (e.g., next token prediction in a sequence [23]) without human labeling to train the large model and empower the model with significant language understanding and generation capabilities. They have shown great performances in various tasks like natural language inference and paraphrasing [24]–[26], entity recognition, and question answering [21], [27]–[29], and etc. However, there is limited prior work [30] in designing a self-supervised pre-trained model for spatial-temporal tasks.

Our approach. To fill this gap, we are inspired by the success of the pre-trained language models to train a spatial-temporal pre-trained model using self-supervised learning. Such a model extracts knowledge from diverse HSTD (e.g., GPS traces, transportation data, mobile phone data), and can be fine-tuned and applied to various downstream applications (e.g., human verification and identification, traffic forecast, and human mobility analysis) given a small number of training data (for fine-tuning) as is shown in Fig. 1. We thus introduce the Spatial-Temporal Pre-Training model, i.e., STPT, to generate robust and generic representations from HSTD using our novel self-supervised learning approach. Our contributions are summarized as follows:

- We present our STPT model which captures the distinct characteristics of HSTD through our innovative self-supervised learning training scheme. It effectively differentiates among various human decision-makers and identifies the interconnectedness within trajectories. By exploiting the inherent complex spatial and temporal patterns in the data, our STSP model offers comprehensive representation learning for HSTD. (See Section III-B).
- The spatial-temporal representations from our pre-trained model are robust and generic to support diverse spatial-temporal downstream tasks, such as trajectory classification, driving activity identification, etc. We design a spatial-temporal fine-tuning algorithm to transform the spatial-temporal pre-trained model for various downstream tasks (See Section III-C).
- We validate our framework using real-world HSTD on two downstream tasks, i.e., trajectory classification and driving activity identification (i.e., identifying taxi seeking vs. serving activities). Our result surpasses the average baseline accuracy by 16.2% and 13.0%, highlighting the effectiveness of our pre-trained STPT model in these tasks (See Section IV). We made our code, unique dataset, and implementation appendix available to contribute to the research community via Github link.¹

Table I: Notations.

<table>
<thead>
<tr>
<th>Notations</th>
<th>Descriptions</th>
</tr>
</thead>
<tbody>
<tr>
<td>p = (lat, lng, t, sta)</td>
<td>GPS record with status.</td>
</tr>
<tr>
<td>q = (lat, lng, t)</td>
<td>GPS record without status.</td>
</tr>
<tr>
<td>T = {a, {p₁, p₂,...,pₙ}}</td>
<td>Trajectory.</td>
</tr>
<tr>
<td>fpre</td>
<td>Self-supervised pre-training model.</td>
</tr>
<tr>
<td>g, G</td>
<td>GPS record embedding, and projection.</td>
</tr>
<tr>
<td>Epos = (e₁, e₂,...,eₙ)</td>
<td>Positional embedding</td>
</tr>
<tr>
<td>L</td>
<td>Transformer block layer number.</td>
</tr>
<tr>
<td>H</td>
<td>The hidden size.</td>
</tr>
<tr>
<td>A</td>
<td>Attention weights matrix.</td>
</tr>
<tr>
<td>Wq, Wk, Wr</td>
<td>Query, key and value matrices.</td>
</tr>
<tr>
<td>q₁, k₁, v₁</td>
<td>Query, key and value of input.</td>
</tr>
<tr>
<td>nhead</td>
<td>Self-attention head number.</td>
</tr>
</tbody>
</table>

II. Overview

In this section, we introduce the spatial-temporal pre-training problem and outline associated challenges in research. To facilitate understanding and clarity, we provide a summary of the notations used in this paper in Table I.

A. Human-Generated Spatial-Temporal Data

HSTD encapsulates sequential human decisions during mobility. For instance, freight tracking (as GPS traces) and automatic fare collection data (as transaction records) reveal choices made in delivery routes or daily commutes. Hence, HSTD can be interpreted as a series of trajectories, with humans navigating through spatial-temporal states. We formally define these concepts subsequently.

Definition 1. (A trajectory τ). With the wide use of GPS devices on vehicles, smartphones, smartwatches, etc., people can generate massive spatial-temporal data anywhere anytime. Each GPS point q consists of a location in latitude lat and longitude lng, and a time stamp t, i.e., q = (lat, lng, t). A trajectory τ is a sequence of GPS points generated by the human agent a, denoted as τ = {a(q₁, q₂,..., qₙ)} and we denote the set of trajectories as T.

Definition 2. (A driving status sta). Driving status categorizes the mobility pattern of a trajectory. For instance, taxi trajectories can be classified into two status, i.e., driving with a passenger on board and without. Private car trajectories can also be grouped based on purpose as commute or recreation. Given different transit modes (e.g., private vehicles, taxis, trains, buses, etc.), the driving status sta varies. In this paper, we use the driving status sta to represent broad driving conditions and scenarios. Therefore, we denote p as the GPS record that carries the driving status information sta, i.e., p = (lat, lng, t, sta). In some downstream tasks, the driving status sta serves as the label to be predicted.

B. Spatial-Temporal Pre-training

The spatial-temporal pre-training model, denoted as fpre, leverages the spatial-temporal information in HSTD to enable downstream applications including but not limited to human behavior analysis, trajectory classification, and human activity identification.

¹STPT page: https://github.com/mhu3/STPT
Definition 3. (A spatial-temporal pre-training model $f^{pre}$). A spatial-temporal pre-training model $f^{pre}$ is designed to understand and internalize the spatial-temporal dependencies inherent in HSTD. By sequentially ingesting sequences of GPS records, it learns to map these records to outputs that carry meaningful and task-related information. A spatial-temporal pre-training model $f^{pre}$ undergoes pre-training on a large-scale corpus of HSTD, encompassing diverse spatial-temporal patterns observed across various contexts and individuals.

The input to a spatial-temporal pre-training model $f^{pre}$ is a trajectory $\tau$ consisting of a sequence of GPS points, each associated with a driving status mode $sta$, i.e., $\tau = (p_1, p_2, ..., p_n)$. To adapt to various downstream tasks, $f^{pre}$ generates a comprehensive and generic representation $y$ that effectively captures the fundamental features and essential characteristics inherent in the input trajectory.

C. Spatial-Temporal Pre-training Problem

Problem Definition. Given a set of trajectories $T$, the objective is to learn a spatial-temporal pre-training model $f^{pre}$ that captures the spatial-temporal patterns and human decision-making strategies reflected in the trajectories. The model $f^{pre}$ should be capable of enhancing performance on various downstream tasks when fine-tuned on task-specific data.

Challenges. The proposed self-supervised pre-training for robust and generic spatial-temporal representations presents two unique research challenges: (C1) How to design a self-supervised learning scheme to train a spatial-temporal pre-training model $f^{pre}$ that is able to effectively capture the intricate details embedded in a trajectory, and take into account the complex spatial-temporal scenarios and human decision-making patterns? (See Section III-B) (C2) How to effectively leverage the spatial-temporal pre-training model to enhance performance on various downstream tasks, such as the human mobility identification problem and the human activity distinction problem? (See Section III-C)

III. Methodology

To tackle the above challenges, we introduce our Spatial-Temporal Pre-Training model, i.e., STPT, and illustrate its implementation in this section. The STPT training framework contains two steps, i.e., model pre-training and task fine-tuning. During pre-training, the STPT model is trained via self-supervised learning to learn the representations of the trajectories and the dependency of the sub-trajectories to handle the challenge C1. For fine-tuning, the STPT model is first initialized with the pre-trained parameters and fine-tuned using labeled data for downstream tasks to handle the challenge C2. STPT’s overall pre-training and fine-tuning framework are shown in Fig. 2.

A. STPT Architecture & Input Design.

To efficiently capture the local and global information embedded in HSTD, our STPT employs a multi-layer transformer encoder based on the BERT model [23] and the Vision Transformer (ViT) [31].

The input of the model is a 1D sequence of GPS records $z_l$ in each layer $l$. We denote the number of layers (i.e., transformer blocks) as $L$, and the hidden size as $H$ through all the layers. We train on two model sizes: STPT$\text{BASE} (H = 128, n_{heads} = 8, L = 1)$ and STPT$\text{LARGE} (H = 128, n_{heads} = 16, L = 8)$ to compare the impact of the parameter number in the pre-trained model.

To create the input layer to the STPT (i.e., $z_0$), we first embed the sequence of GPS records in a trajectory $\tau$ through a linear projection $G$ to get embedding $g_1, g_2, ..., g_N$. Then, we add position embedding to the GPS record embedding to retain positional information, denoted as $E_{pos}$. Here, a
standard learnable 1D position embedding is used. We append a learnable embedding to the sequence of embedded GPS records $z_0^i = \epsilon_{\text{class}}$, where the state at the output of STPT (z_N^i) serves as the trajectory representation $y$ described later in Eq. 1). Formally, the input layer $z_0$ can be represented as:

\[
z_0 = [\epsilon_{\text{class}}; g_1; g_2; \ldots; g_N] + E_{\text{pos}},
\]

\[
G \in \mathbb{R}^{N \times H}, \quad E_{\text{pos}} \in \mathbb{R}^{(N+1) \times H}.
\]

The transformer encoder, as described in [32], uses alternating layers of multi-head self-attention (msa) and multilayer perceptron (mlp) blocks (Eq. 1). The msa operation involves running $n_{\text{head}}$ parallel self-attention heads and concatenating their outputs. Each self-attention head applies the self-attention (sa) mechanism with its own learned projection matrices \( W^q, W^k, W^v \). The input sequence \( z \in \mathbb{R}^{N \times H} \) is transformed into query \( (q_i) \), key \( (k_i) \), and value \( (v_i) \) representations as:

\[
[q_i, k_i, v_i] = z \cdot W^q, \quad z \cdot W^k, \quad z \cdot W^v.
\]

For each self-attention head, the attention weights $A_i \in \mathbb{R}^{N \times N}$ are computed by applying the softmax function to the pairwise dot product of the query \( (q_i) \) and key \( (k_i) \) representations, divided by $\sqrt{H}$, i.e.,

\[
A_i = \text{softmax} \left( \frac{q_i \cdot k_i^T}{\sqrt{H}} \right).
\]

The self-attention output $SA_i(z)$ for each head is calculated by multiplying the attention weights $A_i$ with the corresponding value representation $v_i$, i.e.,

\[
SA_i(z) = A_i \cdot v_i.
\]

Finally, the outputs of all $n_{\text{head}}$ attention heads are concatenated and projected using a learnable matrix $W_{\text{msa}} \in \mathbb{R}^{n_{\text{head}}H \times H}$:

\[
\text{msa}(z) = \text{Concat}(SA_1(z), SA_2(z), \ldots, SA_{n_{\text{head}}}(z)) \cdot W_{\text{msa}}.
\]

Layer normalization (ln) [33] is applied before each block, and residual connections are applied after every block as in [34], [35]. The mlp contains two layers with a gelu non-linearity [36]. During both pre-training and fine-tuning, a classification head is attached to the embedding of the first element in the last layer, i.e., $z^L_0$. The computation process of the transformer encoder can be expressed as,

\[
z_l = \text{msa}(\text{ln}(z_{l-1})) + z_{l-1}, \quad \text{for } l = 1, \ldots, L,
\]

\[
z_l = \text{mlp}(\text{ln}(z_{l})), \quad \text{for } l = 1, \ldots, L,
\]

\[
y = \text{ln}(z^L_0).
\]

B. STPT Pre-training

In this part, we pre-train our STPT model using self-supervised learning as is shown in Fig. 2(a). To accomplish this, we propose a novel self-supervised sub-trajectory similarity learning task. This task aims to unravel hidden relationships and commonalities among sub-trajectories nested within an entire trajectory. To accomplish this, we utilize the STPT model, which embeds sequences of trajectories. Post-STPT processing involves fragmenting trajectories into sub-trajectories, facilitating their comparison and analysis, thus enabling the learning and quantification of their similarity. In the pre-training phase, our objective is to enhance the model’s ability to predict the source of sub-trajectories. To this end, given two distinct trajectories $\tau_i$ and $\tau_j$ from different sources $i$ and $j$, we extract sub-trajectories from each of them and get their representations denoted as $\gamma_i$ and $\gamma_j$ respectively. We then pair the extracted sub-trajectories and generate a label $y_{\text{real}}$ based on whether they are from the same source or not. Specifically, if a pair of sub-trajectory representations \( (\gamma_i, \gamma_j) \) (or \( (\gamma_j, \gamma_i) \)) are from the same source $i$ (or $j$), the label $y_{\text{real}}$ is 1; if otherwise (i.e., \( (\gamma_i, \gamma_j) \)), the label $y_{\text{real}}$ is 0. We thus introduce the objective function to pre-train our STPT as:

\[
\min_\theta \ell(f^{\theta}(\gamma_s, \gamma_{s'}, \theta), y_{\text{real}}), \tag{2}
\]

where $\gamma_s$ and $\gamma_{s'}$ represent pairs of sub-trajectory representations obtained from either distinct whole-day trajectories or consistent whole-day trajectories. With this training objective, our STPT model is able to learn representations that capture the characteristics and patterns of specific sub-trajectories within a full day’s trajectory.

To achieve the pre-training objective, we introduce our STPT pre-training algorithm in Algorithm 1, where we iterate over the training data $\mathcal{T}$ for $E$ training epochs and a batch size $B$. Within each epoch $e$ and batch $b$, we select pairs of distinct trajectories $\tau_i$ and $\tau_j$ from $\mathcal{T}$ (line 3). These trajectories are fed into the STPT model to generate embeddings $g_{ik}$ and $g_{jk}$ for each GPS record $p_k$ in $\tau_i$ and $\tau_j$, respectively (line 4). We then flatten the embeddings $g$ and order them based on sub-trajectory length, resulting in the creation of sub-trajectory representation sets \( \{\gamma_i\} \) and \( \{\gamma_j\} \) (line 5). Pairs of sub-trajectory representations, including both from distinct sources and from the same sources, i.e., \( (\gamma_s, \gamma_{s'}) \), are constructed (line 6). By optimizing the pre-training loss function in Eq. 2 concerning the model parameters $\theta^e$, we refine the model’s ability to predict whether two sub-trajectories originate from the same source or not (line 7). Essentially, the model is trained to determine whether the second sub-trajectory in a pair originates from the same source as the first or if it belongs to a different source. By training on this task, our model becomes
Algorithm 1 STPT Pre-training

Require: Training data $\mathcal{T} = \{\tau\}$; training epochs $E$; batch size $B$.

Ensure: Pre-trained $f_{\theta}^{pre}$ model parameters $\theta$.

1: for $e = 1, 2, \ldots, E$ do
2:     for $b = 1, 2, \ldots, |\mathcal{T}|/B$ do
3:         Sample a pair of distinct trajectories $\tau_i$ and $\tau_j$ of length $N$ from $\mathcal{T}$.
4:         Feed $\tau_i$ and $\tau_j$ into STPT, to obtain the embedding $g_{ik} = G(p_{ik})$ and $g_{jk} = G(p_{jk})$ for each GPS record $p_k$ in $\tau_i$ and $\tau_j$, respectively, where $k = 1, 2, \ldots, N$.
5:         Flatten the embedding $g_k$ of each GPS record and order the set of the embeddings based on the sub-trajectory length to generate sub-trajectory representation sets $\{\gamma_i\}$ and $\{\gamma_j\}$.
6:         Construct pairs of sub-trajectory representations $(\gamma_s, \gamma_{s'})$, where $\gamma_s \in \{\gamma_i\} \cup \{\gamma_j\}$ and $\gamma_{s'} \in \{\gamma_i\} \cup \{\gamma_j\}$.
7:         Update the model parameters $\theta_e$ by optimizing Eq. (2) where $\gamma_s$ and $\gamma_{s'}$ are pairs of sub-trajectory.
8:     end for
9: end for
10: Return the pre-trained model $f_{\theta}^{pre}$ with updated parameter $\theta' = \theta_{E,|\mathcal{T}|/B}$.

Algorithm 2 STPT Fine-tuning

Require: Training data $\mathcal{D} = \{d\}$; training epochs $E$; batch size $B$.

Ensure: Task-specific fine-tuned $\theta$ and $\phi$.

1: Initialize the STPT model in fine-tuning with pre-trained parameters $\theta$ and task-specific classifier parameters $\phi$.
2: for $e = 1, 2, \ldots, E$ do
3:     for $b = 1, 2, \ldots, |\mathcal{D}|/B$ do
4:         Sample a batch of $B$ training data $\mathcal{D}^b_e$ from $\mathcal{D}$.
5:         Feed the sampled batch $\mathcal{D}^b_e$ to STPT and the task-specific layers.
6:         Update $\theta^e_b$ and $\phi^e_b$ based on the objective in Eq. 3.
7:     end for
8: end for

C. STPT Fine-tuning

After pre-training our STPT model on HSTD, we extend its functionality by appending task-specific layers to adapt to various downstream tasks. STPT fine-tuning enables an effective transfer of knowledge from the STPT model, thereby enhancing the performance of subsequent spatial-temporal tasks. To fine-tune the models, we optimize a task-specific loss function in the general form as,

$$\min_{\theta, \phi} \mathbb{E}_{y,d \in \mathcal{D}}[\ell(f(d, \theta, \phi), y)]. \quad (3)$$

Here, $\theta$ and $\phi$ are parameters of our pre-trained STPT model and task-specific layers respectively. We use $f(\cdot, \theta, \phi)$ to denote the task-specific model with both the pre-trained STPT part and task-specific layers. $d \in \mathcal{D}$ is a training data instance from the fine-tuning training data set $\mathcal{D}$, and $y$ is the label.

The generic fine-tuning algorithm, applicable across diverse tasks, is detailed in Algorithm 2. The algorithm iterates over the training data $\mathcal{D}$ for $E$ epochs given a batch size $B$. Within each epoch, it samples a batch of $B$ data samples as $\mathcal{D}^b_e$ from $\mathcal{D}$ (line 4). The sampled batch $\mathcal{D}^b_e$ is then fed into the STPT model to generate spatial-temporal representations. These representations then go through the task-specific layers to produce predictions (line 5). The parameters $\theta^e_b$ and $\phi^e_b$, representing the pre-trained and task-specific parameters, respectively, are updated by minimizing the task-specific loss function in Eq 3 (line 6). The algorithm iterates through all the instances in the training data for $E$ epochs, updating the parameters to optimize the task-specific prediction.

Next, we take two tasks, i.e., trajectory classification and driving activity identification, as examples and illustrate how STPT adapts to downstream tasks.

**Trajectory Classification.** Trajectory classification refers to the task of categorizing trajectories into different predefined classes or categories based on their underlying characteristics or patterns. In our approach, we leverage the robust capabilities of the STPT model to effectively handle the task of trajectory classification. More specifically, a multi-class classifier is attached to the top of the STPT model’s output embedding $r$. Given a trajectory $\tau$, we calculate the probability of it belonging to class $c$ following:

$$P(c|\tau) = \text{softmax}(U^c \cdot r + b^c).$$

In this equation, $U^c$ and $b^c$ represent the parameters of the classifier for class $c$. During fine-tuning, we borrow the parameters from the pre-trained spatial-temporal model as is shown in Fig. 2 (b). This approach allows us to effectively classify trajectories and gain insights into the underlying patterns and behaviors present in the trajectory data.

**Driving Activity Identification.** Another downstream task we consider is the distinction between ‘seeking’ and ‘serving’ segments within a taxi driver’s trajectory. ‘Seeking’ segments correspond to the portions of the trajectory where a taxi driver is looking for a customer or heading towards a customer’s location; whereas ‘serving’ segments correspond to when the driver is transporting a customer. This task is critical for ride-hailing services as it directly impacts the efficiency of taxi operations. To adapt the STPT model to this task, we attach a binary classifier to the STPT’s output embedding $r$. Given a trajectory segment $s$, the probability of it being a ‘serving’ segment or a ‘seeking’ segment is calculated as,

$$P(\text{‘serving’}|s) = \sigma(U^s \cdot r + b^s),$$

$$P(\text{‘seeking’}|s) = 1 - P(\text{‘serving’}|s).$$
where \(U^*\) and \(b^*\) are the parameters of the classifier, and \(\sigma(\cdot)\) denotes the sigmoid function. During fine-tuning, we optimize the binary cross-entropy loss between the predicted and true labels (‘seeking’ or ‘serving’). Utilizing STPT as the backbone model, we add a task-specific binary classifier during fine-tuning, designed to address the seeking or serving task and customized for the task requirements.

IV. EXPERIMENTS

In this section, we evaluate the performances of the pre-trained model STPT using the taxi GPS dataset collected in Shenzhen, China in July 2016, and two downstream tasks i.e., multi-class classification task and seeking vs. serving trajectory distinction task. We compare with other baselines to demonstrate that (i) our proposed pre-trained model STPT is able to improve the prediction accuracy of downstream tasks, and (ii) it is able to enhance efficiency in fine-tuning tasks, resulting in accelerated processing speed.

A. Data Description and Preparation

Our work takes two urban data sources as input, including (1) taxi GPS trajectory data and (2) road map data. Both datasets were collected in Shenzhen, China in 2016.

**Taxi trajectory data** is generated from 20,000 unique taxis in Shenzhen, China, from July to December, half-year 2016. Each taxi is equipped with a GPS unit that records one GPS point approximately every 40 seconds. The dataset collects about 51 million GPS records each day, with each record consisting of five primary data fields: latitude, longitude, a unique taxi identifier, a timestamp, and a driving status mode. The driving status mode is to signify whether a passenger is aboard, with 1 representing a passenger on board and 0 indicating otherwise.

**Road map data** provides the layout of Shenzhen, covering the area between 22.44° to 22.87° latitude and 113.75° to 114.63° longitude. The data is sourced from OpenStreetMap [37], comprising approximately 21,000 roads across six levels. Map gridding and time quantization. To ensure the anonymity of the data and mitigate the potential for re-identification, we discretize the trajectories using data anonymization techniques. Specially, we adopt a standard quantization method, partitioning the Shenzhen area into grid cells with equal side-lengths of 0.01° in both latitude and longitude [5], [38], [39]. This approach safeguards individual identities while maintaining the usefulness of the data. Fig. 4 shows the gridding result in Shenzhen, China, where grids colored in dark grey are inaccessible as they are on the sea.

After filtering out cells located in the ocean, unreachable from the city, and other irrelevant cells, we have a total of 1,934 valid cells. We further divide each day into five-minute intervals for a total of 288 intervals per day. These intervals are denoted as \(I = \{t_k\} \), with \(1 \leq k \leq 288\). A spatial-temporal region \(r\) is a pair of a grid cell \(g\) and a time interval \(t_k\) with the status \(sta\), which is set to 0 if there is no passenger onboard, and to 1 if the driver is serving a passenger. Each GPS record denoted as \(p = (lat, lng, t, sta)\), can be mapped to an aggregated state \(S = (g, t_k, sta)\). Consequently, a trajectory of agent \(a\) can be transformed into sequences of spatial-temporal regions, represented as \(\tau = \{a, \langle r_1, r_2, \ldots, r_n \rangle\}\).

B. Experiment Setups

We implement our deep neural network on Python 3.10.9 with Pytorch version 1.13.1. Our experiments run on a virtual machine running Linux-ubuntu 20.04 – x86_64 with 3 GPUs, NVIDIA A100-SXM4-80GB. We implement standard backpropagation on feed-forward networks using the adaptive moment estimation (Adam) method with \(\beta_1 = 0.9, \beta_2 = 0.999\). Our mini-batch size is 16, learning rate is 0.0001 for both pre-training task and fine-tuning tasks.

1) **Pre-training**: In the pre-training phase, we focus on a sub-trajectory similarity learning task using the STPT model. We randomly sample 500 drivers from the dataset, which spanned a period of half a year from July 1st to December 31st. Each driver’s full-day trajectories are employed for pre-training. More specifically, we randomly pair the entire day’s trajectories of two different drivers, denoted as \(\tau^1\) and \(\tau^2\), culminating in the generation of 100,000 pairs of trajectories from the selected 500 drivers.

2) **Fine-tuning**: Following the pre-training phase, we employ the learned representations for fine-tuning on labeled data. We supplement the STPT model with a randomly initialized output layer to facilitate character predictions. It’s important to note that the dataset utilized for this fine-tuning process remains distinct and unseen during the pre-training phase of the STPT model. For the multi-classification trajectory classification model where the input is identical to that of the pre-trained model (i.e., whole-day trajectories), we incorporate the transformer layers and the positional embedding representation. However, for the seek-and-serve distinction model, given the typically shorter span of seeking-and-serving trajectories (between 10 to 60 steps), we decide against utilizing the positional embedding from the pre-trained model.

For multi-class trajectory classification model, we select 8 distinct drivers from the dataset and employed their full-day trajectories, \(\tau^1\), in our model. In total, we gather 90 days of trajectories for these drivers. To facilitate model development, we split the trajectory dataset into three sets: 60 days for training, 10 days for validation, and 20 days for testing. For seeking vs. serving activity identification model, we focus on a specific sub-dataset by selecting 20 drivers from July
2016. We extract their seeking and serving trajectories, denoted as \( \tau^s \) and \( \tau^d \) respectively. Each of them is a sequence of GPS records without status, \( \tau_s, \tau_d = \{ a, (r_1, r_2, \ldots, r_n) \} \). The dataset includes 2,787 seeking and 2,787 serving trajectories, split into three subsets: 40% for training, 30% for validation, and 30% for testing. The aim is to train the model for effective seeking vs. serving behavior differentiation.

C. Baseline Methods

In this section, we describe the baselines for comparison. These baselines are configured with comparable parameters for a fair evaluation.

- **Transformer Encoder** [32] is a powerful deep-learning model commonly used for a wide range of tasks, mirrors the architecture described in Section III. The Transformer introduces an architecture leveraging self-attention mechanisms. By efficiently capturing dependencies among elements of input sequences, Transformers excel at modeling long-range dependencies and have consistently achieved state-of-the-art performance in various NLP and CV tasks.

- **Convolutional Neural Network (CNN)** [40] is a highly effective deep learning model extensively utilized in various tasks. In our approach, we employ a CNN to process the trajectories. By applying convolutional layers, CNN captures local patterns and relationships within the trajectory data. This enables the model to leverage spatial and temporal information for accurate predictions.

- **Long short-term memory networks (LSTM)** [41] are a type of recurrent neural network (RNN) architecture commonly used as baselines in various sequential data analysis tasks. They can handle context and dependencies crucial for accurate predictions by preserving and selectively updating information over extended periods, offering enhanced capabilities in understanding sequential data.

D. Evaluation Results

In this section, we present the evaluation results for our two downstream tasks. We compare the performance of STPT\(_{\text{BASE}}\) and STPT\(_{\text{LARGE}}\) models with other comparable baseline models using average F1-score, recall, precision, and accuracy metrics of each class, ensuring a fair comparison. The results are presented in two separate tables, one for the STPT\(_{\text{BASE}}\) model and the other one for the STPT\(_{\text{LARGE}}\) model, considering their respective parameter sizes.

For multi-class trajectory classification models, we conduct an evaluation of the performance of both STPT\(_{\text{BASE}}\) and STPT\(_{\text{LARGE}}\) models, comparing them to baselines with comparable parameters. The evaluation results, presented in Table IIa and Table IIb, demonstrate the superior performance of our models across multiple metrics, including average F1-score, recall, precision, and accuracy. In the base model configuration, STPT\(_{\text{BASE}}\) attains an accuracy, precision, recall, and F1-score of 0.8125, 0.8148, 0.8125, and 0.7971 respectively, significantly outpacing other baseline models such as Transformer\(_{\text{BASE}}\), CNN\(_{\text{BASE}}\), and LSTM\(_{\text{BASE}}\). The large model STPT\(_{\text{LARGE}}\) consistently outperforms others with an accuracy of 0.83125, recall of 0.8312, and an F1-score of 0.8298. While CNN\(_{\text{LARGE}}\) had the highest precision of 0.8861, STPT\(_{\text{LARGE}}\) held its ground with a competitive 0.8326. Conversely, both large and base LSTM models fell short across all metrics, indicating their limitations in this specific task. Notably, their increased complexity does not enhance but instead seemed to diminish predictive performance. In terms of efficiency, LSTM models trailed behind, taking longer to train than all other methods, further highlighting the superior effectiveness and efficiency of our STPT models.

For seeking vs. serving activity identification model, same as the multi-class classification task, we evaluate the performance of our models across multiple metrics. Based on the results presented in Tables IIIa and IIIb, it can be concluded that the STPT\(_{\text{BASE}}\) and STPT\(_{\text{LARGE}}\) models outperform the baselines in the seek and serve distinction task. The STPT\(_{\text{BASE}}\) model achieves an accuracy of 0.7711, precision of 0.7849, recall of 0.7464, and an F1 score of 0.7652, while the STPT\(_{\text{LARGE}}\) model achieves an accuracy of 0.7788, precision of 0.7812, recall of 0.7519, and an F1 score of 0.7726. Comparing these results with the baselines, both STPT\(_{\text{BASE}}\) and STPT\(_{\text{LARGE}}\) consistently demonstrate superior performance in terms of accuracy, precision, and F1 score. Although the LSTM baseline achieves a higher recall, its accuracy precision and F1 score are all lower than 0.7, indicating poor overall performance, so the overall performance of the STPT models showcases their effectiveness in distinguishing between seeking and serving actions. Therefore, it can be concluded that the utilization of pre-trained STPT\(_{\text{BASE}}\) and STPT\(_{\text{LARGE}}\) models prove to be highly beneficial for the downstream task of seeking vs. serving activity identification model.

E. Ablation Study

In the ensuing section, we delineate an ablation study centered around three significant components. To begin, we train our model utilizing random subsets of trajectory pairs extracted from authentic data to compare if the dataset size

<table>
<thead>
<tr>
<th>Methods</th>
<th>Accuracy</th>
<th>Precision</th>
<th>Recall</th>
<th>F1 Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>STPT(_{\text{BASE}})</td>
<td>0.8125</td>
<td>0.8148</td>
<td>0.8125</td>
<td>0.7971</td>
</tr>
<tr>
<td>Transformer(_{\text{BASE}})</td>
<td>0.7375</td>
<td>0.6979</td>
<td>0.7375</td>
<td>0.7091</td>
</tr>
<tr>
<td>CNN(_{\text{BASE}})</td>
<td>0.74375</td>
<td>0.7696</td>
<td>0.7437</td>
<td>0.7102</td>
</tr>
<tr>
<td>LSTM(_{\text{BASE}})</td>
<td>0.63125</td>
<td>0.5592</td>
<td>0.6312</td>
<td>0.5675</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Methods</th>
<th>Accuracy</th>
<th>Precision</th>
<th>Recall</th>
<th>F1 Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>STPT(_{\text{LARGE}})</td>
<td>0.83125</td>
<td>0.8326</td>
<td>0.8312</td>
<td>0.8298</td>
</tr>
<tr>
<td>Transformer(_{\text{LARGE}})</td>
<td>0.78125</td>
<td>0.8564</td>
<td>0.7812</td>
<td>0.7519</td>
</tr>
<tr>
<td>CNN(_{\text{LARGE}})</td>
<td>0.78125</td>
<td>0.8861</td>
<td>0.7812</td>
<td>0.7726</td>
</tr>
<tr>
<td>LSTM(_{\text{LARGE}})</td>
<td>0.44375</td>
<td>0.2994</td>
<td>0.4437</td>
<td>0.3355</td>
</tr>
</tbody>
</table>

TABLE II: Comparison of Multi-class Classification Results

(a) Average F1, recall, precision, and accuracy on the real-world dataset and comparison of STPT\(_{\text{BASE}}\) with baselines with comparable parameters for trajectory classification

(b) Average F1, recall, precision, and accuracy on the real-world dataset and comparison of STPT\(_{\text{LARGE}}\) with baselines with comparable parameters for trajectory classification
thereby diminishing the computational overhead. Our results training could accelerate the convergence in downstream tasks, the results. Our final focus is on determining whether pre-

of comprehensive daily trajectories from 100 unique drivers, vs. serving identification model without pre-training

1) Influence of Varying Pre-training Dataset Sizes on Model Performance and Training Efficiency: In this part, we conduct an ablation study to examine the impact of pre-training dataset sizes on the prediction accuracy and training efficiency of both tasks. For the multi-class classification model, we evaluate the impact of varying pre-training dataset sizes, and the results are presented in Fig. 5 (a). Surprisingly, increasing the size of the pre-training dataset does not show a significant impact on the prediction performance of both the STPT\textsubscript{BASE} and STPT\textsubscript{LARGE} models. However, it is worth noting that pre-trained models outperform the results obtained without any pre-training. Fig. 5 (b) shows that pre-training does not necessarily accelerate the convergence of the downstream task training. For the seeking vs. serving identification model, as illustrated in Figure 6 (a), we observe that increasing the size of the pre-training dataset has a minimal impact on the prediction performance of both STPT\textsubscript{BASE} and STPT\textsubscript{LARGE} models. When examining training speed in Figures 6 (b) and (c), we note that the pre-trained model converges more rapidly, exhibiting lower loss and higher accuracy compared to the non-pre-trained model. This finding underscores the computational efficiency gained through pre-training. Analyzing the training and validation loss patterns reveals that the effect of pre-training on convergence speed varies depending on the specific downstream task. While pre-training may not expedite convergence in all cases, it consistently improves the validation accuracy.

2) Comparison of Different Parameters in the Model: As described in Section III, we conduct pre-training using STPT\textsubscript{BASE} and STPT\textsubscript{LARGE} models, which correspond to different sizes of the pre-trained model. Fig. 5 (a) presents the results for the multi-class classification model, we observe that models with a greater number of layers of transformer blocks (i.e., more parameters) outperform models with fewer param-

<table>
<thead>
<tr>
<th>Methods</th>
<th>Accuracy</th>
<th>Precision</th>
<th>Recall</th>
<th>F$_1$ Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>STPT\textsubscript{BASE}</td>
<td>0.7711</td>
<td>0.7849</td>
<td>0.7464</td>
<td>0.7652</td>
</tr>
<tr>
<td>Transformer\textsubscript{BASE}</td>
<td>0.6970</td>
<td>0.7018</td>
<td>0.6842</td>
<td>0.6929</td>
</tr>
<tr>
<td>CNN\textsubscript{BASE}</td>
<td>0.7436</td>
<td>0.7375</td>
<td>0.7560</td>
<td>0.7466</td>
</tr>
<tr>
<td>LSTM\textsubscript{BASE}</td>
<td>0.5852</td>
<td>0.5590</td>
<td>0.8050</td>
<td>0.6598</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Methods</th>
<th>Accuracy</th>
<th>Precision</th>
<th>Recall</th>
<th>F$_1$ Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>STPT\textsubscript{LARGE}</td>
<td>0.7788</td>
<td>0.7920</td>
<td>0.7560</td>
<td>0.7736</td>
</tr>
<tr>
<td>Transformer\textsubscript{LARGE}</td>
<td>0.6593</td>
<td>0.6377</td>
<td>0.7368</td>
<td>0.6837</td>
</tr>
<tr>
<td>CNN\textsubscript{LARGE}</td>
<td>0.7029</td>
<td>0.7070</td>
<td>0.6926</td>
<td>0.6997</td>
</tr>
<tr>
<td>LSTM\textsubscript{LARGE}</td>
<td>0.5852</td>
<td>0.5511</td>
<td>0.9163</td>
<td>0.6882</td>
</tr>
</tbody>
</table>

Table III: Comparison of Seek and Serve Distinction Results

(a) Average F1, recall, precision, and accuracy on the real-world dataset and comparison of STPT\textsubscript{BASE} with baselines with comparable parameters for seek and serve distinction model

(b) Average F1, recall, precision, and accuracy on the real-world dataset and comparison of STPT\textsubscript{LARGE} with baselines with comparable parameters for seek and serve distinction model
eters. However, for the seek vs. serve depreciation model, as depicted in Fig. 6, we obtain similar results regardless of the parameter size. Evaluating these results, the impact of parameter size varies across the two models. In the multiclass classification model, increased parameters improved performance, indicating the benefits of added complexity. However, in the seek vs. serve model, parameter size does not significantly affect performance, suggesting a robustness to parameter variations.

V. RELATED WORK

Large pre-trained models. Large pre-trained models, including transformer-based large language models, have had a significant impact on the field of NLP problems [23], [25]. Models like GPT-3 [21] and PaLM [19] have demonstrated remarkable performance on NLP benchmarks and natural language generation tasks, leading to their widespread adoption across various industries. Similarly, in automatic speech recognition (ASR) and speech synthesis, large-scale pre-trained models such as DeepSpeech2 [42] and wav2vec 2.0 [43] have pushed the boundaries of speech recognition, enabling applications in transcription services, voice assistants, and voice-controlled systems. Moreover, large pre-trained vision models like the VIT [31], DeiT [44], BeiT [45], and MAE [46] have revolutionized CV, achieving impressive results in image recognition and demonstrating innovative capabilities. The availability of these large-scale pre-trained models has opened up new possibilities for enhancing human-computer interaction, and various applications in speech and vision domains. However, the availability of comprehensive research specifically focused on spatial-temporal data is limited. [30] puts forth a pre-training model specifically designed to learn representations for individual locations, focusing on location-related tasks like next location prediction. However, this location-centered approach falls short in capturing the intrinsic information of mobility patterns and, thus is inadequate to address trajectory-level downstream tasks, e.g., trajectory classification, driving activity identification, and more. Therefore, we introduce the STPT model, a novel approach that leverages a distinctive self-supervised pre-training task aimed at capturing both the similarities and distinctions within HSTD. Our objective is to acquire comprehensive generic spatial-temporal representations in HSTD.

Urban computing. Urban computing is a broad research field that combines urban sensing, data management, and data analysis on urban data [10], [47]–[49]. A group of works focus on human decision analysis using human behavior data. Especially in taxi operation management, there has been significant research on two main areas: dispatching and passenger seeking. Several studies have focused on optimizing taxi dispatching strategies [50], [51], aiming to improve the efficiency of matching taxis with passenger requests. Additionally, research has been conducted on understanding taxi-seeking behavior [16], [18], [52], they seek to identify the best actionable solution for improving the performance of taxi drivers. Besides, a group considers the benefits of passengers. They [3], [5], [53], [54] focus on driver identification, they attempted to match the identities of human agents only from the observed trajectory data and detect the abnormal driver behaviors that enhance the safety of passengers. A group of works that focuses on estimating urban traffic to help reduce traffic congestion and provide insights for urban planning [8], [9], [55]. In this paper, our main focus is to develop a self-supervised pre-training for robust and generic spatial-temporal representations model that can be fine-tuned and applied to diverse downstream applications in urban computing.

VI. CONCLUSION

In this study, we address HSTD challenges by introducing a pre-training framework (STPT) that incorporates a novel self-supervised learning task. This task plays a crucial role in capturing the complex spatial and temporal patterns present in HSTD. By leveraging a spatial-temporal pre-trained model trained on HSTD, we demonstrate significant improvements in two fine-tuning tasks: trajectory classification and seeking vs. serving trajectory identification. The evaluation results on real-world datasets highlight the effectiveness of the pre-trained model in accurately representing HSTD and enhancing downstream tasks. Our proposed STPT, with its unique self-supervised learning task, offers a promising approach to overcoming the limitations of disparate models and datasets and providing a robust and generic representation of HSTD for diverse applications in urban computing and beyond.
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