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RoadNet: An 80-mW Hardware Accelerator
for Road Detection

Yuteng Zhou

Abstract—As a fundamental feature of intelligent vehicles,
vision-based road detection must be executed on a real-time
embedded platform with high accuracy. Road detection is often
applied in conjunction with lane detection to determine the driv-
able regions. Although some existing research based on large deep
learning models achieved high accuracy using the road detection
dataset, they often did not consider the low power requirement
of a typical embedded system. In this letter, an ultralow-power
hardware accelerator for road detection is proposed. By adopt-
ing a top-down convolutional neural network (CNN) structure,
a small CNN, namely RoadNet, is trained that can achieve near
state-of-the-art detection accuracy. Furthermore, each CNN layer
is trimmed to be computationally identical and every processing
element in the architecture is fully utilized. When implemented
using 32-nm process technology, the proposed hardware accel-
erator requires the chip area of 0.45 mm? and the power
consumption of only 80 mW, which results in an equivalent power
efficiency of about 300 GOP/s/W. The RoadNet chip is capable
of processing 241 frames/s at 1080P image resolution. It stands
out as an ultralow-power hardware accelerator in an embedded
system for road detection.

Index Terms—Computer vision, convolutional neural network
(CNN), intelligent vehicle, low power, road detection, very large-
scale integration.

I. INTRODUCTION

DVANCED driver assistant system (ADAS) is the dom-

inant technology of intelligent vehicles that can improve
road safety and reduce accidents. In recent years, many ADAS
systems had been developed, such as vehicle detection, pedes-
trian detection [1], and road marking detection. In general,
there are two major tasks in ADAS: 1) road/lane detection;
and 2) obstacle detection [2]. The road detection is usually
the initial step of ADAS, hence is more important than obsta-
cle detection. As shown in Fig. 1, detecting lanes requires
the road to be well structured, well-painted, and confusion
free. In cases like unstructured road, unclear painted lane
marker, intersection, construction zone, and detour, where lane
detection cannot be applied very well, road detection is often
employed to detect the drivable area [3].
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Vision-based road detection is a challenging task due to
road appearance diversity, image clarity issues, and poor vis-
ibility conditions [2]. Some unpaved roads in rural areas
make the task even harder. In order to solve the road detec-
tion problem, several sensing modalities are used, including
monocular vision [4], stereo vision [5], and light detection and
ranging [6]. Among these sensors, cameras are most widely
used due to the fact that lane markings are made for human
vision [2].

The real-time requirement and system power consumption
limitation also pose challenges to road detection [7], mak-
ing most of the road detection solutions less appealing when
coming to real-world applications. In this letter, we aim to
provide robustness to various driving conditions, real-time
performance, and low power consumption at the same time.
We propose a convolutional neural network (CNN)-based chip
“RoadNet” for the road detection problem. Our contributions
in this letter are as follows.

1) Proposing a top-down CNN structure for road detection.

A regular CNN typically has a bottom-up structure in
which only later CNN layers carry spatial information of
the whole input image. In this letter, we adopted the top-
down structure by introducing two additional channels
with position information along with the RGB channels.
As a result, the proposed CNN achieves near state-of-
the-art performance through a mere four-layer network
model.

2) Designing an ultralow-power hardware accelerator for
road detection. We deliberately trim the CNN model
such that each layer contains exactly the same num-
ber of neurons. Hence each processing element on the
chip is fully utilized, achieving the power consump-
tion of only 80 mW and power efficiency of about
300 GOP/s/W.

3) Proposing a highly extendable chip architecture for end-
to-end image processing. Our proposed chip architecture
is designed for road detection but is not restricted to
it. With an elastic structure, the proposed architecture
can cope with the computations of any number of CNN
layers.

This letter is organized as follows. Section II introduces
related work of road detection. Algorithms used in this
letter are presented in Section III. Section IV presents the
hardware architecture of our customized chip. Section V
presents the software test results on KITTI road bench-
mark [8] and Cityscapes dataset [9]. Implementation results
are shown in Section VI. Finally, Section VII concludes this
letter.
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(d)

Fig. 1. Different road/lane conditions in KITTI dataset. (a) Well structured
lanes. (b) Unclear structured lanes. (c¢) Unstructured road. (d) Confusing lanes
at intersection.

Fig. 2. Images with extreme light condition affecting clarity and visibility.
(a) Overexposure. (b) Underexposure.

II. RELATED WORK

Research on road detection has been around for decades.
Previously, researchers adopted hand-crafted features as the
main feature extraction technique [10]. In their work, roads
were often modeled as a polygon with certain texture or color
with lane markers [11]. Among those features, lane marker
was the most important feature because of its unique color and
shape. However, when lane markers were unclear or invisible,
lane marker-based algorithms failed easily. In recent years,
researchers switch to deep learning to solve vision-based tasks
when hand-crafted features do not work well.

In the road detection/segmentation task, the likelihood of
a pixel in the image being a road pixel is highly related
to its spatial position. Computer vision approaches typically
leverage region of interest [12], vanishing point and road
contour [11] to process spatial information. Common deep
learning approaches are resizing input [4], gridding map [13],
and dilating convolutions [14]. However, these approaches still
retain the bottom-up CNN structure. One major drawback of
such structure is that a tensor can only “see” limited number
of pixels due to the nature of convolution. In order to obtain
the spatial information of the entire image, dozens of convo-
lutional layers are cascaded until tensors on later layers get
an eyesight over all pixels in the input image. The depth of a
CNN model grows, which results a lot more weights and com-
putations. Therefore, we opt to a top-down CNN structure for
road detection.

III. ALGORITHMS DESIGN

The road detection/segmentation problem faces challenges
arising from differed weather conditions, exposure conditions
and shadows. As shown in Fig. 2, when over-exposure or
under-exposure occurs, little texture can be captured for road
detection. Simply relying on feature extraction cannot resolve
the problem very effectively.

Owing to this issue, we seek for additional information that
can help on detecting road. Spatial information is considered to
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Fig. 3.

Heatmap of a road example in KITTI dataset.

be useful in the road detection task. By analyzing the heatmap
of road samples from KITTI dataset, we develop a sense on
the probability of a pixel to be a road pixel. As indicated
in Fig. 3, pixels at bottom center are more likely to be road
pixels. Detecting roads in scenes like shown in Fig. 2 could
be amended by leveraging spatial information. This section
mainly presents our approach on adopting spatial information
into the CNN model as well as the procedure to find the best
configuration for the CNN model.

A. Fusion of Spatial Information

Inspired by Brust et al.’s [15] work, we use the top-down
CNN structure instead of a traditional bottom-up structure for
road detection. A tensor in the bottom-up structure gets to
know its relative position on the entire image only after sev-
eral convolutional layers, while tensors in a top-down structure
knows their relative positions from the very beginning. Hence,
the top-down structure fits the road detection task very well
by fusing spatial features at the input.

In this letter, each pixel’s position is labeled and concate-
nated to the input image. Input to the first convolutional layer
contains five feature channels: 1) red; 2) green; 3) blue; 4) row
coordinate; and 5) column coordinate. We test different con-
figurations of CNN to validate the proposed method. The
CNN architecture consists of multiple cascaded 5-by-5 con-
volutional layers followed by a 2-by-1-by-1 mapping layer.
The reason we chose 5-by-5 convolution is a tradeoff between
breadth and depth of convolutional layers in this task. We set
cross entropy as the loss function, and adopt Adam optimizer
with hyperparameters o = 0.001, 81 = 0.9, 8o = 0.999, and
Ir = 10~*. Through the experiments with differed number
of layers and differed feature sizes, we find that adding spa-
tial information provides approximately 6% improvement on
accuracy.

Furthermore, fusion with spatial information improves
throughput on the hardware. The proposed hardware accel-
erator processes a single convolutional layer each time, which
will be explained in Section IV. With the introduction of two
positional channels, the CNN model requires less number of
convolutional layers which effectively reduces the process-
ing time. Meanwhile, processing two additional channels in
hardware circuit design only increases the resource usage
slightly.

B. RoadNet: Combined-Kernel Network

Our experiments show that four convolutional layers pro-
duce the best tradeoff between performance and complexity.
Each convolutional layer is a group of parallel convolutional
kernels. Further experiments show that a mixture of different
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Fig. 4. RoadNet contains four convolutional layers and one fully connected
layer.

kernel sizes improves the network performance. We choose to
use 24 5-by-5 and 3-by-3 convolutional kernels. Dilated con-
volution with dilation factor of 2 is applied to each 5-by-5
convolution [14]. It is the best tradeoff between accuracy and
number of parameters among multiple experiments with dif-
ferent kernel types. Fig. 4 shows the overall architecture of
the RoadNet.

IV. HARDWARE ARCHITECTURE

This section presents the hardware architecture of the
RoadNet that is optimized to achieve both high throughput
and low power for chip implementation.

A. AMBA Bus Support

Since the proposed chip is targeted for embedded envi-
ronment and ARM microprocessor is the most widely used
processor in the embedded ecosystem, the RoadNet chip is
AMBA bus compatible. The AMBA AXI4 stream bus pro-
vides a very effective way for point-to-point high speed digital
data transmission while still retains simplicity.

B. Position Generation

As presented in Section III, one novelty of our proposed
CNN model is the introduction of two additional channels
with spatial information, which significantly improves the
performance of road detection. These two channels are the
X channel and the Y channel, and they record correspond-
ing pixel positions on x- and y-axis. Two counters are used
to generate corresponding positions of each pixel in the input
image. The X position counter works by increment at each
valid signaling and by resetting itself at each end of line sig-
naling. Similarly, the Y position counter works by increment
at each end of line signaling and by resetting at end of frame
signaling.

C. Elastic Architecture

Many existing works have been done on circuit design for
CNN:gs, such as NeuFlow [16] and Origami [17]. These general
neural network chips usually contain two parts: 1) execution;
and 2) memory. The execution part typically contains an array
of processing units, with each processing unit handling a few
lines of pixel data. The memory part usually contains buffers,
which store filter weights, pixel data, and intermediate results.
The merit of such an architecture is that the chip area can be
made very small with low power consumption, but it is still
able to fit a very large CNN model such as AlexNet.

AX14
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weights
AXI4 : data in
input buffer
AXl4] data out
output birier
Fig. 5. RoadNet supports AMBA AXI4 interface, and contains buffers and

processing elements.

Applying similar strategy, we propose a reusable architec-
ture similar to the Origami CNN accelerator [17]. As stated in
Section III, we intentionally train our neural network to have
exactly the same number of convolutional modules at each
layer. Such a structure is very hardware friendly and largely
improves power efficiency. We only need to implement one
convolutional layer on chip and reuse this structure for all
the convolution layers repetitively. Such a neural network also
simplifies the control logic compared to other modern neural
network chips. Extra buffers are needed to store image pixels,
filter weights, and intermediate results as shown in Fig. 5.

A total of 24 5-by-5 convolutional modules and 24
3-by-3 convolutional modules are used in the structure. A
basic multiply-and-accumulate (MAC) unit contains three
multipliers and one adder, and this is the critical path of the
entire system, running at a maximum frequency of 500 MHz.
Reducing the number of multipliers could improve the oper-
ating frequency of the MAC unit, but it would result a much
larger adder tree that brings in extra latency and makes the
overall throughput performance worse. Hence, we choose the
MAC unit to contain three multipliers and one three-input
adder.

D. Efficient Buffer Structure

In our proposed design, the latency for each processor ele-
ment in Fig. 5 is four clock cycles. Latency of the following
adder tree is five clock cycles. With a total of nine clock
latency in the execution part, we can avoid a large size buffer
since results can be generated in nine clock cycles. An efficient
buffer structure is deigned to provide valid data to the execu-
tion part continuously. Taking a 3-by-3 kernel as an example,
the entire feature map is split into nonoverlapping 3-by-3 sec-
tions, and each section is stored into nine discrete memories
with the same addresses. A sliding window starts from the top
left 3-by-3 window, and fetches nine values from nine discrete
memories at address zero. As shown in Fig. 6, the sliding
window shifts to its next position, and then the addresses of
those three rightmost memories are incremented by one to
fetch three newly encountered data in current sliding window.
In this way, buffer is used intelligently and sliding window
does not need to wait for additional cycles for incoming data.

The same methodology can be applied to 5-by-5 kernel as
well. The only difference is that 25 discrete memories are
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Fig. 6.  Each 3-by-3 nonoverlapping window is stored into nine discrete

memories. When the current windows slides, the addresses of three memories
increment to fetch new data.

TABLE I
COMPARISON WITH OTHERS ON KITTI ROAD BENCHMARK
Number of Convolution Layers | Number of Parameters | Average Precision
RoadNet 4 0.12M 91.60%
FCN-LC [18] 5 20M 85.83%
MAP [19] 16 20.5M 89.96%
SegNet [20] 26 1.4M 78.76%

needed. The proposed buffer structure is general and can be
applied to any kernel sizes and any striding sizes.

V. PERFORMANCE EVALUATION

We evaluate the RoadNet on Cityscapes dataset [9] and
KITTI road benchmark [8]. On Cityscapes dataset, our
network is trained on 3475 samples from 21 video clips
through 12 epochs, and tested on 1525 samples from six other
video clips. As a result, the precision rate is 96.76% and the
recall rate is 89.58%.

On KITTI dataset, we first augment 289 training samples
to 20500 samples and utilize the pretrained weights from
Cityscapes. After 20 training epochs, we evaluate the CNN
performance on 290 testing samples. As described in [8], the
average precision (AP) is the key measurement to evaluate
the performance of road detection algorithms. We compare
RoadNet performance with some latest results in the litera-
ture. As presented in Table I, the RoadNet significantly reduces
parameter usage yet still obtains near state-of-the-art AP.

VI. VLSI RESULTS

The RoadNet chip design is implemented with 32-nm pro-
cess technology. The maximum operating frequency of the
chip is about 500 MHz. When processing 1080P images, the
chip achieves a constant throughput of about 241 frames/s.
The estimated die size is 0.45 mm? and power consumption
is 80 mW. At each clock cycle, the chip is capable of pro-
cessing 48 MAC operations, which is equivalent to a power
efficiency of about 300 GOP/s/W. Power consumption is an
important factor for an embedded system design. The RoadNet
accelerator is suitable for embedded system because of its
ultralow-power consumption and elastic architecture.

VII. CONCLUSION

In this letter, an ultralow-power CNN-based hardware accel-
erator is designed for road detection in intelligent vehicles.
By introducing two additional positional channels in a top-
down architecture, the total number of layers and parameters
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of the CNN is largely reduced while it still retains good accu-
racy. Since all convolutional layers are in identical structure,
the hardware-friendly architecture improves the power effi-
ciency significantly. The proposed RoadNet chip is capable
of processing real-time video with the resolution of 1080P
at 241 frames/s. The chip design is targeted on 32-nm pro-
cess technology and results the power consumption of only
80 mW. The RoadNet hardware architecture can be extended
for many other CNN applications on low-power embedded
platforms.

REFERENCES

[1] D. Geronimo, A. M. Lopez, A. D. Sappa, and T. Graf, “Survey of pedes-
trian detection for advanced driver assistance systems,” IEEE Trans.
Pattern Anal. Mach. Intell., vol. 32, no. 7, pp. 1239-1258, Jul. 2010.

[2] A. B. Hillel, R. Lerner, D. Levi, and G. Raz, “Recent progress in
road and lane detection: A survey,” Mach. Vis. Appl., vol. 25, no. 3,
pp. 727-745, 2014.

[3] S. Yenikaya, G. Yenikaya, and E. Diiven, “Keeping the vehicle on
the road: A survey on on-road lane detection systems,” ACM Comput.
Surveys, vol. 46, no. 1, p. 2, 2013.

[4] G. L. Oliveira, C. Bollen, W. Burgard, and T. Brox, “Efficient and robust
deep networks for semantic segmentation,” Int. J. Robot. Res., vol. 37,
nos. 4-5, pp. 472-491, 2018, doi: 10.1177/0278364917710542.

[5] N. Einecke and J. Eggert, “Block-matching stereo with relaxed fronto-
parallel assumption,” in Proc. IEEE Intell. Veh. Symp., 1IEEE, 2014,
pp- 700-705.

[6] L. Caltagirone, S. Scheidegger, L. Svensson, and M. Wahde, “Fast
LIDAR-based road detection using fully convolutional neural networks,”
in Proc. IEEE Intell. Veh. Symp., Los Angeles, CA, USA, 2017,
pp. 1019-1024.

[71 R. Okuda, Y. Kajiwara, and K. Terashima, “A survey of technical trend
of ADAS and autonomous driving,” in Proc. Techn. Program Int. Symp.
VLSI Technol. Syst. Appl. (VLSI-TSA), IEEE, 2014, pp. 1-4.

[8] J. Fritsch, T. Kuhnl, and A. Geiger, “A new performance measure and
evaluation benchmark for road detection algorithms,” in Proc. 16th Int.
IEEE Conf. Intell. Transp. Syst. (ITSC), IEEE, 2013, pp. 1693-1700.

[91 M. Cordts et al., “The cityscapes dataset for semantic urban scene

understanding,” in Proc. IEEE Conf. Comput. Vis. Pattern Recognit.,

Las Vegas, NV, USA, 2016, pp. 3213-3223.

D. B. Lewis, J. M. Keller, M. Popescu, and K. Stone, “Dirt road seg-

mentation using color and texture features in color imagery,” in Proc.

IEEE Symp. Comput. Intell. Secur. Defence Appl. (CISDA), IEEE, 2012,

pp. 1-6.

[11] J. Son, H. Yoo, S. Kim, and K. Sohn, “Real-time illumination invariant

lane detection for lane departure warning system,” Expert Syst. Appl.,
vol. 42, no. 4, pp. 1816-1824, 2015.

[12] J.Zhao, X. Huang, and Y. Massoud, “An efficient real-time FPGA imple-

mentation for object detection,” in Proc. IEEE 12th Int. New Circuits

Syst. Conf. (NEWCAS), 1IEEE, 2014, pp. 313-316.

M. Teichmann, M. Weber, M. Zoellner, R. Cipolla, and R. Urtasun,

“MultiNet: Real-time joint semantic reasoning for autonomous driving,”

arXiv: 1612.07695 [cs.CV], 2016.

F. Yu and V. Koltun, “Multi-scale context aggregation by dilated

convolutions,” arXiv:1511.07122[cs.CV], 2015.

C.-A. Brust, S. Sickert, M. Simon, E. Rodner, and J. Denzler,

“Convolutional patch networks with spatial prior for road detection and

urban scene understanding,” in Proc. 10th Int. Conf. Comput. Vis. Theory

Appl. (VISAPP), vol. 2, Berlin, Germany, 2015, pp. 510-517.

P-H. Pham et al., “NeuFlow: Dataflow vision processing system-on-a-

chip,” in Proc. IEEE 55th Int. Midwest Symp. Circuits Syst. (MWSCAS),

IEEE, 2012, pp. 1044-1047.

L. Cavigelli et al., “Origami: A convolutional network accelerator,” in

Proc. 25th Ed. Great Lakes Symp. VLSI, ACM, 2015, pp. 199-204.

C. C. T. Mendes, V. Frémont, and D. F. Wolf, “Exploiting fully con-

volutional neural networks for fast road detection,” in Proc. IEEE Int.

Conf. Robot. Autom. (ICRA), 1EEE, 2016, pp. 3174-3179.

A. Laddha, M. K. Kocamaz, L. E. Navarro-Serment, and M. Hebert,

“Map-supervised road detection,” in Proc. IEEE Intell. Veh. Symp. (IV),

2016, pp. 118-123.

V. Badrinarayanan, A. Kendall, and R. Cipolla, “SegNet: A deep

convolutional encoder-decoder architecture for image segmentation,”

arXiv:1511.00561[cs.CV], 2015.

[10]

[13]

[14]

[15]

[16]

(17]

[18]

[19]

[20]


http://dx.doi.org/10.1177/0278364917710542


<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles false
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo false
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Arial-Black
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /ComicSansMS
    /ComicSansMS-Bold
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FranklinGothic-Medium
    /FranklinGothic-MediumItalic
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Gautami
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /Helvetica
    /Helvetica-Bold
    /HelveticaBolditalic-BoldOblique
    /Helvetica-BoldOblique
    /Impact
    /Kartika
    /Latha
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaConsole
    /LucidaSans
    /LucidaSans-Demi
    /LucidaSans-DemiItalic
    /LucidaSans-Italic
    /LucidaSansUnicode
    /Mangal-Regular
    /MicrosoftSansSerif
    /MonotypeCorsiva
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /MVBoli
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Raavi
    /Shruti
    /Sylfaen
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /Times-Bold
    /Times-BoldItalic
    /Times-Italic
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Roman
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Tunga-Regular
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /Vrinda
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZapfChanceryITCbyBT-MediumItal
    /ZapfChancery-MediumItalic
    /ZapfDingBats
    /ZapfDingbatsITCbyBT-Regular
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 200
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 200
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 400
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Recommended"  settings for PDF Specification 4.01)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


