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I. Introduction

The demand for higher degrees of autonomy in unmanned aerial vehicles (UAVs) widens the scope of onboard guidance from the traditional task of optimal waypoint navigation to higher-level tasks involving intelligent decision-making. We discuss the role of linear temporal logic (LTL) specifications in formulating such higher-level tasks, and report a new guidance algorithm capable of satisfying LTL specifications on aircraft motion.

LTL is a formal system, similar to the commonly used propositional logic system. In addition to the standard operators and, or, and not, LTL includes temporal operators such as always, eventually, and until. LTL has been used in software design for the specification of “correct” behaviors of algorithms.\textsuperscript{1,2} Software algorithms can be examined to determine if they meet given LTL specifications, using so-called formal verification methods such as model checking.\textsuperscript{3}

More recently, LTL has been applied for specifying behaviors of dynamical systems, and in particular, behaviors of mobile vehicles.\textsuperscript{4–6} For robotic vehicles such as UAVs, high-level intelligent “tasks” as well as properties of safe behaviors, e.g. “perform persistent surveillance in region A until a target is found, then report data to region B, never fly in region C, and finally return to base” can be formulated with LTL specifications. Guidance and control algorithms are then required to plan and execute UAV motions to satisfy these specifications. The state-of-the-art approaches to control subject to LTL specifications do not suffice to address the needs of aircraft kinematic and dynamic constraints (details follow). The focus of this paper is a new method for aircraft guidance under LTL specifications.

Relation to the State-of-the-Art: Several results on the control of dynamical systems to satisfy LTL specifications are reported in the literature. All of these results crucially rely on generating a discrete abstraction of a dynamical system,\textsuperscript{7,8} which is a finite state transition system whose transition sequences are equivalent – via appropriately defined equivalence relations – to admissible state trajectories of the dynamical system. Discrete abstractions allow the application of formal verification and/or search algorithms to find transition sequences that satisfy the given LTL specifications. To this end, a compact domain of interest in the state space of the dynamical system $\Gamma$ is partitioned into a finite number of regions. Each region in this partition is uniquely associated with a state of a transition
system $G$. Control laws are designed to steer trajectories of $\Gamma$ between these regions and thereby emulate state transitions in $G$. The LTL specification is represented by a Büchi automaton $B$, which is a finite state transition system with transition sequences exactly equal to those admissible under the given LTL specification. Finally, a product transition system of $B$ and $G$ is searched. Any transition sequence of this product system can be projected to a path in $G$, which in turn can be associated with control laws and admissible state trajectories of $\Gamma$. These state trajectories are therefore guaranteed to satisfy the given LTL specification.

The preceding approach is in general beneficial, and is considered “canonical” to the extent that many works in the literature assume a priori the existence of a finite transition system that represents an underlying dynamical system. However, there are several serious shortcomings in the state-of-the-art, which the proposed work seeks to address.

First, the efficient construction of discrete abstractions is largely restricted to low-dimensional linear systems. The approach of state-space partitioning naturally incurs the “curse of dimensionality”, and leads to an explosion in the number of states in $G$. The situation is worse for nonlinear systems, where the requirement of finding local control laws to steer state trajectories between adjacent regions in the aforesaid partition leads to enormous numbers of states in $G$, even for low-dimensional systems. Consider for example a recently reported work, where the discrete abstraction of a three-state vehicle model consists of 91,035 states and over 34 million transitions. Whereas the size of the discrete abstraction may not be of high relevance for offline verification purposes, it can easily overwhelm the limited computational resources onboard UAVs. Several other recent works address the satisfaction of LTL specifications for nonlinear systems, but either involve linearization, or rely on strong controllability properties or special vector field structure of $\Gamma$ that are not applicable to the aircraft model considered in this paper.

Second, the state-of-the-art methods for satisfying LTL specifications do not “adapt” to changes in model parameters that affect motion characteristics, e.g. bounds on the steering rate. When such parameters do change, the entire process of computing the discrete abstraction and product transition system must be repeated, which can be computationally expensive or prohibitive.

Third, the state-of-the-art methods do not accommodate standard trajectory optimiza-
tion algorithms, which have been established for aircraft guidance. This lack of context to traditional aircraft guidance algorithms therefore restricts the scope of practical application of these methods.

In this paper, we propose a novel and computationally efficient approach to aircraft guidance subject to LTL specifications, where nonholonomic constraints on the aircraft’s motion are considered. The scope of applications of this work primarily involves small-scale UAVs in domains such as urban environments where the dimensions of the UAV maneuvering characteristics (e.g. minimum turn radius) are comparable to the dimensions of workspace features (e.g. distances between obstacles). The proposed approach is based on workspace partitioning, and relies on the idea of lifted graphs. Briefly, edges in a lifted graph are successions of adjacent edges in the topological graph associated with the workspace partition. We associate edges of the lifted graph with reachability properties of the aircraft model. A finite state transition system is then constructed as the product of the lifted graph with the Büchi automaton associated with the given LTL specification. Each run of this product transition system has a unique projection on the collection of paths in the workspace partition graph. We show that each run of the product transition system is associated with an admissible state trajectory of the aircraft model that satisfies the given LTL specifications and the proposed guidance algorithm relies on searching the product transition system.

The contributions of this paper are as follows.

First, we provide a new guidance algorithm to find trajectories satisfying LTL specifications for an aircraft model with nonholonomic motion constraints. The state-of-the-art in this area involves linearization or feedback linearization (in the absence of state- or input constraints), followed by discrete abstraction of the linearized model. The proposed algorithm does not involve linearization. The proposed algorithm relies on partitioning the output space (instead of the state space), which reduces the number of states and transitions in the aforesaid product transition system. Previous attempts at using output space decompositions have either ignored state- and control input constraints and/or rely on strong controllability properties of the dynamical system such as controllability in the presence of workspace constraints, which is not true of the aircraft model considered in this paper.

Second, we emphasize offline preprocessing of a significant portion of the computations
in the proposed route-planning algorithm, thereby elevating the practical applicability of the proposed approach in future UAV onboard, real-time guidance systems.

Third, the proposed algorithm accommodates independent trajectory optimization algorithms for generating reference trajectories. Also, in contrast to the state-of-the-art\textsuperscript{4,17,25} the proposed approach does not use up control authority for the sake of creating a discrete abstraction of the vehicle model. Furthermore, we discuss a local trajectory generation problem which can be solved by standard numerical trajectory optimization tools. These two features of the proposed approach not only afford the flexibility of using the proposed algorithm in conjunction with existing trajectory optimization algorithms for UAVs, but also allow the use of the full range of a UAV’s maneuvering capabilities.

Fourth, the proposed approach accommodates changes in model parameters that affect motion characteristics. Specifically, the proposed approach affords the capability of making incremental changes in an existing solution, in response to changes in such model parameters. This capability is afforded by the structure of lifted graphs, (i.e. it is independent of the aforesaid product operation with the Büchi automaton). A complete description and analysis of an algorithm for making such incremental changes is beyond the scope of this paper, and we refer the reader to our preliminary work in this context\textsuperscript{26} instead.

The rest of this paper is organized as follows. In Section II, we precisely formulate the problem. In Section III, we discuss the lifted graph and a discrete abstraction of the vehicle model. Edge transitions in the lifted graph are discussed in context with the reachability properties of the vehicle model. In Section IV, we discuss a product transition system that enables the search for admissible trajectories satisfying the given LTL specification. In Section V, we discuss the numerical computations of edge transition costs in the lifted graph. In Section VI, we present illustrative examples of implementation of the proposed approach. We conclude the paper in Section VII with comments on future work.

II. Problem Formulation

We introduce the following elements of the problem: the vehicle model, the workspace partition, and the LTL specification. We use the term trajectory to refer to a locus of points in the state space of the vehicle model, and the term route to refer to a discrete
representation of a trajectory (e.g., a sequence of waypoints or regions). We discuss route-planning (synonymous with route guidance), which is the process of finding a sequence of regions in the workspace that enclose the aircraft’s desired trajectory.

**Vehicle model:** Let \( W \subseteq \mathbb{R}^2 \) be a compact set, called the *workspace*, which is assumed to be a planar region of interest for the vehicle, and \( \nu_{\text{max}} > \nu_{\text{min}} > 0 \) indicate, respectively, upper and lower bounds on the vehicle speed. Let \( \xi = (x, y, \nu, \psi) \in \mathcal{D} = W \times [\nu_{\text{min}}, \nu_{\text{max}}] \times S^1 \) denote the state of the vehicle, namely, the position of the vehicle’s center of mass and the magnitude and direction of its velocity vector in a prespecified Cartesian coordinate system. We denote by \( x(\xi) \) the projection of \( \xi \in \mathcal{D} \) on the set \( W \).

The state trajectory \( \xi(t; \xi_0, u), t \in [0, t_f] \), obtained by integrating (1) is called an *admissible state trajectory*. Note that \( a \) is an upper bound on the magnitude of the tangential acceleration, and \( \rho \) is the minimum radius of turn at unit speed. For computational reasons to be clarified later, we assume \( \rho \nu_{\text{min}} > 3 \).

**Workspace partition:** Consider a partition of \( W \) into convex polytopic subregions called *cells*. The intersection of any two cells is either empty, or a single vertex, or a finite-length segment that lies on the boundaries of both cells. We denote by \( N^C \in \mathbb{Z}^+ \) the number of cells, and by \( R^i \subseteq W \) the subregion associated with the \( i^{th} \) cell, for each \( i = 1, \ldots, N^C \). Therefore, \( \bigcup_{i=1}^{N^C} R^i = W \). We associate with this partition an undirected graph \( \mathcal{G} := (V, E) \) such that each vertex of \( \mathcal{G} \) is uniquely associated with a cell, and each edge of \( \mathcal{G} \) is uniquely associated with a pair of geometrically adjacent cells. We assume “4-connectivity,” i.e., two cells are considered geometrically adjacent if their intersection is a finite-length segment. We
denote by \( \text{cell}(v) \) the element of \( \{R_i\}_{i=1}^{NC} \) associated with the vertex \( v \in V \). A path \( v \) in \( G \) is a sequence \((v_0, v_1, \ldots)\) of vertices, such that \( v_0, v_k \in V \), and \((v_{k-1}, v_k) \in E\), for each \( k \in \mathbb{N} \). The number of vertices in a path is called its length. According to the preceding definition, a path in \( G \) can contain cycles. We denote by \( L_G \) the collection of all paths in \( G \). Note that the paths in \( L_G \) are associated with vehicle routes described by a sequence of successively adjacent cells.

For every \( t_f \in \mathbb{R}_+ \), \( \xi_0 \in \mathcal{D} \), and \( u \in \mathcal{U} \), we define the \( G \)-trace of the trajectory \( \xi(t; \xi_0, u) \), \( t \in [0, t_f] \) as the path \( tr(\xi, G) = (v_0, v_1, \ldots, v_P) \in L_G \) of minimal length such that

1. \( x(\xi(0; \xi_0, u)) \in \text{cell}(v_0) \),
2. There exists a positive and strictly increasing sequence \( \{t_0, t_1, \ldots, t_P\} \) with \( t_0 = 0 \), \( t_P = t_f \), and
   \[ x(\xi(t; \xi_0, u)) \in \text{cell}(v_k), \quad t \in [t_{k-1}, t_k], \quad \text{for each } k = 1, 2, \ldots, P. \quad (3) \]

We denote by \( L_{\Gamma}(\xi_0) \subseteq L_G \) the collection of \( G \)-traces of all admissible trajectories for every \( t_f \in \mathbb{R}_+ \). Informally, the path \( tr(\xi, G) \) is associated with the sequence of cells that defines a “channel” in \( W \), such that the curve \( x(\xi(t)), t \in [0, t_f] \), lies within this channel. The curve \( x(\xi(t)) \) and the trajectory \( \xi(t) \) are said to traverse this channel of cells.

**LTL\(_{-X}\) specifications:** Linear temporal logic is a convenient formal language to express specifications on the behavior of a system over time. As is common in the literature,

17 we use a restricted version of LTL, namely, LTL\(_{-X}\), which does not involve the next operator. The choice of LTL\(_{-X}\) instead of LTL is for simplicity of exposition of the proposed work. A brief overview of LTL\(_{-X}\) is provided below; the reader is referred to the literature\(^2,17\) for further details.

The LTL\(_{-X}\) syntax involves operators \( \neg \) (negation), \( \lor \) (disjunction) and \( \triangleright \) (until). Let \( \Lambda = \{\lambda_k\}_{i=0}^{N^R} \), with \( N^R \in \mathbb{Z}_{\geq 0} \) be a prespecified set of atomic propositions. A LTL\(_{-X}\) formula over \( \Lambda \) is recursively defined as follows:

1. Every atomic proposition \( \lambda_k \in \Lambda \) is a LTL\(_{-X}\) formula.
2. If \( \phi_1 \) and \( \phi_2 \) are LTL\(_{-X}\) formulae, then \( \neg \phi_1 \), \( (\phi_1 \lor \phi_2) \), and \( (\phi_1 \triangleright \phi_2) \) are also LTL\(_{-X}\) formulae.
Let $\phi_1$ and $\phi_2$ be $\text{LTL}_X$ formulae. The formula $(\phi_1 \triangleright \phi_2)$ means that $\phi_2$ eventually becomes true and $\phi_1$ remains true until $\phi_2$ becomes true. The operators $\wedge$ (conjunction), $\Rightarrow$ (implication), $\Leftrightarrow$ (equivalence) are defined as is standard in propositional logic. The temporal operators $\Diamond$ (eventually), and $\square$ (always) are defined as follows:

$$\Diamond \phi_1 := (\phi_1 \lor \neg \phi_1) \triangleright \phi_1, \quad \square \phi_1 := \neg (\Diamond \neg \phi_1).$$

A word $\omega = (\omega_0, \omega_1, \ldots, \omega_P)$ is a sequence such that $\omega_i \in 2^\Lambda$ for each $i = 0, \ldots, P$, where $2^\Lambda$ denotes the power set of $\Lambda$. For $i, j \in \mathbb{Z}_{\geq 0}$, $j \geq i$, we denote by $\omega_i^j$ the word $(\omega_i, \omega_{i+1}, \ldots, \omega_j)$. The satisfaction of a $\text{LTL}_X$ formula $\phi$ by the word $\omega$ is denoted by $\omega \models \phi$, and it is recursively defined as follows:

1. $\omega \models \lambda_k$ if $\lambda_k \in \omega_0$, and $\omega \not\models \lambda_k$ if $\lambda_k \not\in \omega_0$.
2. $\omega \models \neg \phi$ if $\omega \not\models \phi$.
3. $\omega \models (\phi_1 \lor \phi_2)$ if $\omega \models \phi_1$ or $\omega \models \phi_2$.
4. $\omega \models (\phi_1 \triangleright \phi_2)$ if there exists $i \geq 0$ such that $\omega_i^P \models \phi_2$ and for every $j < i$, $\omega_j^P \models \phi_1$.

We assume a finite number of regions of interest in the workspace labeled as $\lambda_1, \ldots, \lambda_{N^R}$. Each $\lambda_k$ is an atomic proposition defined by a set membership relation in $\mathcal{D}$ of the form

$$\lambda_k \equiv x(\xi) \in \cup_{i \in \varsigma_k} R^i, \quad \text{for each } k = 1, \ldots, N^R. \quad (4)$$

where $\varsigma_k \subseteq \{1, \ldots, N^C\}$ is prespecified for each $k = 1, \ldots, N^R$. Each region of interest is assumed to be a (possibly disconnected) union of cells. Each path $v = (v_0, v_1, \ldots) \in \mathcal{L}_\Gamma$ defines a word $\omega(v) = (\omega_0, \omega_1, \ldots)$, where

$$\omega_\ell := \{ \lambda_k \mid \text{cell}(v_\ell) \subseteq \cup_{i \in \varsigma_k} R^i \}. \quad (5)$$

The path $v$ is said to satisfy a $\text{LTL}_X$ formula $\phi$ if $\omega(v) \models \phi$. The main problem of interest in this paper is the following.

**Problem 1.** Given a $\text{LTL}_X$ formula $\phi$ over $\Lambda$, and $\xi_0 \in \mathcal{D}$, determine a collection of paths $\mathcal{L}_{\Gamma \phi} \subseteq \mathcal{L}_{\Gamma}(\xi_0)$ such that every path in $\mathcal{L}_{\Gamma \phi}$ satisfies the formula $\phi$. 
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The “channel” of cells associated with every path in the collection \( \mathcal{L}_{\Gamma \phi} \) can be traversed by an admissible state trajectory. Furthermore, every path in \( \mathcal{L}_{\Gamma \phi} \) also satisfies the specification \( \phi \). The collection \( \mathcal{L}_{\Gamma \phi} \) therefore represents, loosely speaking, an equivalence class of admissible state trajectories that satisfy the specification \( \phi \). The computation of \( \mathcal{L}_{\Gamma \phi} \) is desirable because every route that belongs to \( \mathcal{L}_{\Gamma \phi} \) is guaranteed to be compatible with vehicle dynamical constraints. As we discuss in Section IV, the solution of Problem 1 immediately leads to a route-planning algorithm.

The computation of \( \mathcal{L}_{\Gamma \phi} \) is challenging because \( \mathcal{L}_\Gamma(\xi_0) \) is difficult to compute, and involves discrete abstraction of the continuous system \( \Gamma \). Previously,\(^4,21\) feedback control laws have been designed to construct a language equivalent discrete abstraction, such that \( \mathcal{L}_\Gamma = \mathcal{L}_G \). However, the underlying assumption therein is that the vehicle model is completely controllable in the presence of workspace constraints (e.g. obstacles). For the vehicle model considered in this paper, this controllability assumption is not true.\(^24\)

To solve Problem 1 in the light of the preceding observations, we propose a new approach based on the so-called lifted graph, which we discuss next.

### III. Lifted Graph

![Example of a lifted graph](image)

(a) Graph \( \mathcal{G} \).

(b) Lifted graph \( \mathcal{G}_1 \).

Figure 1. Example of a lifted graph (the vertices \((3,2)\) and \((5,2)\) of the lifted graph are drawn twice for clarity of the diagram).

The proposed approach to the solution of Problem 1 and route-planning relies on traversabil-
ity analysis and assignment of transition costs to successions of edges in the graph \( \mathcal{G} \). To this end, we adopt and modify the idea of lifted graphs\(^{24} \) as follows. For \( H \in \mathbb{Z}_{\geq 0} \), let

\[
V_H := \left\{ (v_0, \ldots, v_H) : (v_{k-1}, v_k) \in E \text{ and } v_k \neq v_m \iff k \neq m, \text{ for } k, m \in \{1, \ldots, H\} \right\}.
\]

Every element \( i \in V_H \) is an ordered \((H + 1)\)-tuple of unique elements of \( V \). Per the notation used by Cowlaji & Tsiotras,\(^{24} \) we denote by \([i]_k\) the \( k \)th element of \( i \), and by \([i]^m_k\) the tuple \(([i]_k, [i]_{k+1}, \ldots, [i]_m)\), where \( 1 \leq k < m \leq H + 1 \). Let \( E_H \) be a set of pairs \((i, j) \in V_H \times V_H\), such that \([i]_k = [j]_{k-1}\), for each \( k = 2, \ldots, H + 1 \). According to this notation, \( V_0 = V \) and \( E_0 = E \). Note that, for \( H \geq 1 \), each vertex in \( V_H \) defines an edge in \( E_{H-1} \), if \( H \) is larger than the length of the length of the longest simple path in \( \mathcal{G} \), then \( V_H \) is empty. The lifted graph \( \mathcal{G}_H \) is defined as the directed graph whose vertex and edge sets are, respectively, \( V_H \) and \( E_H \). Figure 1 illustrates an example of a lifted graph for \( H = 1 \).

With the exception of paths that contain cycles of length \( H + 1 \) or less, every path \( \mathbf{v} = (v_0, v_1, \ldots) \) in the graph \( \mathcal{G} \) can be uniquely mapped to a path \( \mathbf{i} := (i_0, i_1, \ldots) \) in the lifted graph \( \mathcal{G}_H \), where \( i_k := (j_k, j_{k+1}, \ldots, j_{k+H}) \in V_H \) for each \( k \in \mathbb{N} \). We denote this map by \( b^H_0 : \mathcal{L}_G \to \mathcal{L}_{\mathcal{G}_H} \), where \( \mathcal{L}_{\mathcal{G}_H} \) is the collection of all paths in \( \mathcal{G}_H \). Therefore, \( \mathbf{i} = b^H_0(\mathbf{v}) \) and \( \mathbf{v} = b^H_0(\mathbf{i}) \). For every integer \( H \geq 0 \), the map \( b^H_0 \) is surjective and invertible and \( b^H_0 \) is the identity map.

As a first step towards the solution of Problem 1, we associate certain reachability properties of the vehicle model with edge transitions in the lifted graph \( \mathcal{G}_H \). In what follows, we assume \( H \geq 1 \).

III-A. Edge Transition Costs

To characterize the collection \( \mathcal{L}_G \), we define a transition cost function \( g_H : E_H \to [0, \chi] \), by which we can compute costs of paths in the lifted graph \( \mathcal{G}_H \). Here, \( \chi \in \mathbb{R}_+ \) is a large positive number sufficiently greater than the length of the longest simplest path in \( \mathcal{G} \). Then we assert that a path \( \mathbf{v} \in \mathcal{L}_G \) belongs to the collection \( \mathcal{L}_G(\xi_0) \) if and only if any subpath of \( b^H_0(\mathbf{v}) \) of length less than \( \chi \) has cost less than \( \chi \).

Consider an edge \((i, j) \in E_H \) in the lifted graph \( \mathcal{G}_H \). Let \( S(i) \subset \mathcal{D} \) be a set of states associated with \( i \in V_H \) such that \( x(S(i)) \subseteq \text{cell}([i]_1) \cap \text{cell}([i]_2) \). Thus, the projections on \( \mathcal{W} \) of the elements in \( S(i) \) lie on the boundary between the first and second cells corresponding
to the vertices of $V$ that constitute the ordered $H$-tuple $i$. Next let $Q(j) \subseteq D$ be such that $x(Q(j)) \subseteq \text{cell}([j]_1) \cap \text{cell}([j]_2)$ and for every $\xi_0 \in Q(j)$ there exists a finite traversal time $t_0$ and an admissible control input $u_0 \in U$ such that $tr(\xi(\cdot; \xi_0, u_0), \mathcal{G}) = b_{H-1}^0(j)$. Informally, $Q(j)$ is the set of all states whose position components lie on the boundary between the first and second cells of $j$, and such that the traversal of the geometric region defined by the cells associated with $j$ is possible from any initial state within $Q(j)$. Sets such as $Q(\cdot)$ are called backward reachable sets or target sets.$^{27}$

Next, let $R_i$ be a reachability map associated with the states in sets $S(i)$, defined by

$$R_i(\xi_s) := \left\{ \xi_t \in D \mid \xi_t \in \bigcup_{t \in \mathbb{R}_+} \bigcup_{u \in U} \xi(t; \xi_s, u), \text{ and } (\bigcup_{\tau \in [0, t]} x(\xi(\tau; \xi_s, u))) \cap (\mathcal{W} \setminus \text{cell}([i]_2)) = \emptyset \right\},$$

(6)

where $\xi_s \in S(i)$. Informally, $R_i(\xi_s)$ is a forward reachable set of all states that can be reached from $\xi_s$ by trajectories whose projections on $\mathcal{W}$ always remain within the $\text{cell}([i]_2)$, i.e. the region defined by the second cell of $i$. Finally, define $\hat{S}(i,j) := \{\xi_s \in S(i) : R_i(\xi_s) \cap Q(j) \neq \emptyset\}$.

Figure 2. Conceptual illustration of the sets $R$, $Q(\cdot)$ and $S(\cdot)$ for $H = 2$. The large arrows indicate the existence of admissible state trajectories as described in the text preceding (6).

Now consider a finite-length path $v = (v_0, v_1, \ldots, v_P) \in \mathcal{L}_G$ with no cycles of length less than or equal to $H + 1$, and an initial vehicle state $\xi_0 \in D$, with $x(\xi_0) \in \text{cell}(v_0) \cap \text{cell}(v_1)$. For each $k \in \mathbb{N}$, let $i_k := (v_k, \ldots, v_{k+H})$. Clearly, $(i_k, i_{k+1}) \in E_H$. We iteratively define $g_H$...
and the set association $S(\cdot)$ as follows:

$$S(i_{k+1}) := \bigcup_{\xi_s \in \hat{S}(i_k, i_{k+1})} (R_{i_k}(\xi_s) \cap Q(i_{k+1})),$$

(7)

$$g_H(i_k, i_{k+1}) := \begin{cases} \chi, & \text{if } S(i_{k+1}) = \emptyset, \\ 1, & \text{otherwise}, \end{cases}$$

(8)

where $S(i_0) = \xi_0$. The $H$-cost of the path $v \in \mathcal{L}_G$ is defined as

$$J_H(v) := H + \sum_{k=0}^{P-H} g_H(i_k, i_{k+1}).$$

(9)

Figure 2 illustrates these concepts. Note first that the $H$-cost of a path $v \in \mathcal{L}_G$ depends on the initial state. The collection of sets $S(i_k)$ indicate the possible vehicle states from which traversal of the channel associated with the path $v$ is possible. Second, note that due to the recursive nature of (7)–(9), it is beneficial to compute edge transition costs in $\mathcal{G}_H$ in conjunction with a search algorithm for finding a desired path in $\mathcal{L}_G$.

In this context, notice that a serious issue arises. On the one hand, the computations of the sets $R(\cdot), Q(\cdot),$ and $S(\cdot)$ are time-intensive and unsuitable for real-time implementation. On the other hand, the edge transition costs in (7)–(9) must be computed simultaneously with the real-time route-planning algorithm (see Section IV) that searches for a path in the lifted graph $\mathcal{G}_H$. To resolve this issue, we propose a technique that relegates the time-intensive computations to an offline preprocessing stage, and yet allows for conservative approximations of the sets $R(\cdot), Q(\cdot),\text{ and } S(\cdot)$ to be determined online (based on the preprocessed results) within the route-planning algorithm. This technique is discussed in Section V. Here, we state an important result that characterizes the collection $\mathcal{L}_{\Gamma}(\xi_0)$ of $\mathcal{G}$-traces of all admissible vehicle trajectories.

**Proposition 1.** Let $v = (v_0, \ldots, v_P)$ be a path in $\mathcal{L}_G$ with length less than $\chi$ and with no cycles of length less than or equal to $H + 1$, and let $\xi_0 \in \mathcal{D}$ be prespecified such that $\chi(\xi_0) \in \text{cell}(v_0) \cap \text{cell}(v_1)$. Then $v \in \mathcal{L}_{\Gamma}(\xi_0)$ if and only if $J_H(v) < \chi$.

**Proof.** See Appendix A. □

Proposition 1 asserts that the channel of cells associated with any path in $\mathcal{L}_G$ is traversable by an admissible state trajectory of $\Gamma$ if and only if the $H$-cost of this path is less than $\chi$ (assuming that the number of vertices in this path is less than $\chi$).
IV. Product Transition System and Route-Planning Algorithm

The lifted graph $G_H$ and the associated edge transition cost computations define a finite state transition system that represents the vehicle dynamical model. To find paths in $G_H$ that satisfy a given specification $\phi$, we construct and search a so-called product transition system as discussed below. Figure 3 illustrates the proposed route-planning algorithm. Recall that the connection between the given LTL specification and the UAV route is via (4), which associates propositions in the LTL specifications with regions in the workspace.

It is known\textsuperscript{9,10} that every LTL formula can "represented" by a finite state transition system. Precisely, every LTL formula $\phi$ over the alphabet $\Lambda$ is associated with a Büchi automaton $B_\phi$ with input alphabet $2^\Lambda$. The collection of accepting runs of $B_\phi$ is exactly the collection of infinite strings over $\Lambda$ that satisfy $\phi$. In the context of UAV route-planning, admissible transition sequences in $B_\phi$ are associated with routes that satisfy the given LTL specification. Algorithms for translating a LTL formula to the associated Büchi automaton are available.\textsuperscript{10-12} The reader interested is referred to the literature\textsuperscript{2,28} for further details on finite state automata in general and Büchi automata in particular.

For the Büchi automaton $B_\phi$, we denote by $S$ the set of states, by $\delta_{B_\phi} \subseteq S \times 2^\Lambda \times S$ the transition relation between states, and by $S_0, S_f \subseteq S$, respectively, the sets of initial and accepting states. For an integer $H \geq 1$, we now define a product transition system $T_{\phi,H} := (T, \delta_{T_{\phi,H}})$ as follows:

1. The set of states of $T_{\phi,H}$ is $T := S \times V_H$. For each state $\theta \in T$, we denote by $\theta|_S$ and $\theta|_{V_H}$, respectively, the projections of $\theta$ on $S$ and $V_H$.

2. The transition relation of $T_{\phi,H}$ is $\delta_{T_{\phi,H}} \subseteq T \times 2^\Lambda \times T$ defined as the set of all triplets
\[(\theta_k, \omega_k, \theta_\ell) \text{ such that } \]
\[
(\theta_k|_S, \omega_k, \theta_\ell|_S) \in \delta_{B_\phi}, \quad (\theta_k|_{V_H}, \theta_\ell|_{V_H}) \in E_H, \quad (10)
\]
\[
\omega_k = \{ \lambda_i \mid \text{cell}([\theta_k|_{V_H}]_1) \subseteq \cup_{j \in \varsigma_i} R_j \}. \quad (11)
\]

Thus, transitions in the product system are associated with transitions in the Büchi automaton and with transitions in the lifted graph \( G_H \). The relationship between transitions in the product system and the UAV’s workspace is defined by (11).

A run of \( T_{\phi,H} \) is a sequence \( \Theta = (\theta_0, \theta_1, \ldots) \) such that \( \theta_k \in T \) for each \( k \in \mathbb{Z}_{\geq 0} \), and \( (\theta_k, \omega_k, \theta_{k+1}) \in \delta_{T_{\phi,H}} \), with \( \omega_k \) as defined in (11). We denote by \( \Theta|_S = (\theta_0|_S, \theta_1|_S, \ldots) \) and \( \Theta|_{V_H} = (\theta_0|_{V_H}, \theta_1|_{V_H}, \ldots) \), respectively, the projections of \( \Theta \) on \( S \) and \( V_H \). Note that \( \Theta|_{V_H} \in L_{G_H} \), and therefore \( b^0_H(\Theta|_{V_H}) \in L_\phi \).

Similar to previously reported approaches in the literature,\(^{17}\) we restrict attention to runs of \( T_{\phi,H} \) of a “prefix-suffix” form \( \Theta = (\Theta_p, \Theta_s, \Theta_s, \ldots) \). Here, the “suffix” run \( \Theta_s = (\theta_{t,1}, \ldots, \theta_{t,2}) \), which is repeated infinitely often in \( \Theta \), is a finite sequence such that \( \theta_{t,1}, \theta_{t,2} \in S_t \times V_H \). The “prefix” run \( \Theta_p = (\theta_0, \ldots, \theta_M) \) is a finite sequence such that \( \theta_0 \in S_0 \times V_H \) and \( (\theta_M, \omega_M, \theta_t) \in \delta_{T_{\phi,H}} \). Now we state the main result of this paper as follows.

**Theorem 1.** Let \( \Theta = (\theta_0, \theta_1, \ldots) \) be a run of \( T_{\phi,H} \).

If \( J_H(b^0_H(\Theta_p|_{V_H})) < \chi \) and \( J_H(b^0_H(\Theta_s|_{V_H})) < \chi \),

then \( b^0_H(\Theta|_{V_H}) \in L_\Gamma \).

Conversely, for every path \( v \in L_\Gamma \) with no cycles of length less than or equal to \( H + 1 \), there exists a run \( \Theta \) of \( T_{\phi,H} \), such that \( b^0_H(\Theta|_{V_H}) = v \).

**Proof.** See Appendix A. \( \square \)

**IV-A. Route-planning Algorithm**

Theorem 1 solves Problem 1 in that it precisely characterizes the collection \( L_\Gamma \). Recall that \( L_\Gamma \) is an equivalence class of admissible state trajectories that satisfy the specification \( \phi \).

Following Theorem 1, it is easy to determine a specific plan for a given initial state \( \xi_0 \in D \) and a given \( \text{LTL}_{\neg \chi} \) specification \( \phi \). To do so, we execute Dijkstra’s algorithm to search for
a prefix and suffix run of the product transition system that satisfy the conditions given in Theorem 1. A straightforward algorithm for finding a run of a product automaton with minimum total number of vertices in the concatenation of prefix and suffix runs appears in the literature,\textsuperscript{17} which we can appropriately modify for finding a run of $T_{\phi,H}$. A limitation of the proposed algorithm is that routes of length less than $H + 1$ or routes containing cycles of length less than or equal to $H + 1$ cannot be mapped to the lifted graph $G_H$, and will therefore not be found by the proposed algorithm. However, for practical applications in aircraft route-planning this fact is unlikely to restrict the proposed algorithm. The values of $H$ are typically small integers, whereas routes to be planned in practice are over large environments. Therefore, routes with less than $H$ cells are unlikely to be of significance. Furthermore, the aircraft’s minimum radius of turn is likely to preclude short-length cycles in the route.

The only modification that needs to be made to Dijkstra’s search algorithm is that the edge transition costs in the lifted graph are computed simultaneously with the search. To do so, within the search algorithm each search vertex (state of the product transition system) is associated with an index set related to the vehicle state. The exact definition of these index sets is clarified in the next Section, where we also introduce a connectivity matrix.

This idea is illustrated with pseudo-code in Fig. 4. Let $\xi_0 \in \mathcal{D}$ be the given vehicle initial state and let $v^S$ be the vertex in $G$ such that $\xi_0 \in \text{cell}(v^S)$. We define $\theta^S$ as a “dummy” start vertex in the product automaton $T_{\phi,H}$ such that it is connected with zero cost to all $\theta \in T$ with $[\theta]_1 = v^S$. As is usual in Dijkstra’s algorithm,\textsuperscript{29} each search vertex (state of the product transition system) is associated with a label $d$ and a backpointer $b$. The fringe $\mathcal{P}$ is a set of search vertices whose label can potentially be improved. The REMOVE and INSERT functions maintain a sorting order in the fringe according to the current value of the label. The modification proposed here associates the index set $R$ with each search vertex, which is updated in Line 8 of the pseudo-code shown in Fig. 4. The meaning and significance of the symbol $C$ (connectivity matrix) in Line 8 will become clear in the next Section. The description in Fig. 4 is an idealization, and implementations of the proposed route-planning can be significantly sped up by using search heuristics, a discussion of which is beyond the scope of this paper. The cost function (8) is approximated as follows, to provide transition
Proposed Label-Correcting Algorithm for Route-Planning

procedure INITIALIZE(θ_S)
1: \( P := θ_S, \quad d(θ_S) := 0, \quad R(θ_S) := m_0. \)
2: for all \( θ \in T \) do
3: \( d(θ) := \infty \)

procedure MAIN
1: INITIALIZE(θ_S)
2: while \( P \neq \emptyset \) do
3: \( θ_k := \text{Remove}(P) \)
4: for all \( θ_ℓ \in T \) such that there exists \( ω_k \) as in (11) and \( (θ_k, ω_k, θ_ℓ) \in δ_{T_φ,H} \) do
5: if \( d(θ_k) + \tilde{g}_H((θ_k|V_H, θ_ℓ|V_H)) < d(θ_ℓ) \) then
6: \( d(θ_ℓ) := d(θ_k) + \tilde{g}_H((θ_k|V_H, θ_ℓ|V_H)); \quad b(θ_ℓ) := θ_k \)
7: \( R(θ_ℓ) := \{ p \in \mathbb{N} \mid C_{mp} = 1, \quad \text{for each } m \in R(θ_k) \} \)
8: \( P := \text{Insert}(P, θ_ℓ) \)

Figure 4. Pseudo-code for executing a modified form of Dijkstra’s algorithm on the product automaton.

costs in the product system \( T_{φ,H} \):

\[
\tilde{g}_H((θ_k|V_H, θ_ℓ|V_H)) := \begin{cases} \chi, & \text{if } R(θ_ℓ) = \emptyset, \\ 1, & \text{otherwise.} \end{cases}
\]

The computational complexity of the proposed algorithm is the same as that of Dijkstra’s algorithm, namely, \( \mathcal{O}\left(|δ_{T_φ,H}| + |T_{φ,H}| \log |T_{φ,H}| \right) \) when the fringe \( P \) is implemented using a Fibonacci heap.\(^30\) Here, \( δ_{T_φ,H} \) is the total number of transitions in the product transition system. To express this computational complexity in terms of problem data, namely, the number of cells \( N_C \) and the number of atomic propositions \( N_R \) in the given LTL\(-X\) specification, note first that that \( |T_{φ,H}| = |V_H||S|, \) and \( |δ_{T_φ,H}| \approx |E_H||S|. \) The minimum number of states in the Büchi automaton \( B_φ \) depends on the structure of \( φ; \) for specifications of typical relevance in aircraft guidance applications (see Section VI for illustrative examples), we consider \( |S| \approx N_R + 1, \) as reported in the literature.\(^31\) Next, we note that the number
of edges in the cell decomposition graph \( G = G_0 \) is of the same order as the number of edges, i.e. \( E \approx 4N^C \), for the specific case of 4-connected rectangular cells considered in this paper. Next, note that \(|V_H| \approx N^C4^H\), and that \( E_H \approx 4|V_H| \approx N^C4^{H+1} \). It follows that the worst-case complexity of the proposed algorithm is \( O\left( N^{T4^H+1} + N^{T4^H} \log (N^{T4^H}) \right) \), where \( N^T := N^C(N^R + 1) \).

V. Numerical Computation of Edge Transition Costs

In this section, we address the computation of the sets \( \mathcal{R}(\cdot) \), \( \mathcal{Q}(\cdot) \), and \( \mathcal{S}(\cdot) \) that appear in the edge transition cost definition (7)–(9).

Admissible state trajectories of the vehicle model in Section II are continuously differentiable planar curves with a speed profile, such that the curvature at any point on these curves satisfies the speed-dependent upper bound

\[
\kappa_{\text{max}} := \frac{\sqrt{a^2 - \dot{\nu}^2}}{\nu^2 a}.
\] (12)

Recall that, due to the control input constraint (2), \(|\dot{\nu}| \leq a\), which ensures that the previous expression for \( \kappa_{\text{max}} \) is real. Based on this observation, and previously reported geometric analysis of curvature-bounded paths,\(^{32}\) we discuss a method to numerically compute the edge transition costs defined in (7)–(9). In the analysis that follows, we assume that the workspace has been partitioned using square cells of uniform size. Without loss of generality, we assume that the size of each side of any cell is 1 unit.

First, recall that each edge \((i, j) \in E_H\) is associated with a sequence of \( H + 2 \) successively adjacent cells, namely, the sequence \((\text{cell}(i_1), \ldots, \text{cell}(i_{H+1}), \text{cell}(j_{H+1}))\) as illustrated in Fig. 5(c). Each cell in this sequence, called a tile,\(^{24}\) admits either traversal across adjacent faces (e.g. \( \text{cell}(i_2) \) and \( \text{cell}(i_3) \) in Fig. 5(c)), or traversal across opposite faces (e.g. \( \text{cell}(i_4) \) in Fig. 5(c)). We consider canonical forms of these cell traversal types, and attach local, right-handed coordinate axes systems as shown in Figs. 5(a) and 5(b). Similarly, local coordinate axes systems are attached to each cell such that (a) for traversal across adjacent faces, the \( x \)-axis coincides with the “exiting” face, and (b) for either type of traversal, the \( y \)-axis coincides with the “entering” face, as shown in Fig. 5(c). Note that each local axes system can be transformed via rigid rotations and/or reflections to either of the canonical forms shown in Figs. 5(a) and 5(b).
The advantage of attaching these local coordinate axes systems to each cell is that, for \( k = 1, \ldots, H \), for every state \( \xi_s \in \text{cell}([i]_k) \cap \text{cell}([i]_{k+1}) \), the local coordinates of \( x(\xi_s) \) are of the form \((0, w)\), where \( 0 \leq w \leq 1 \). Consequently, the local coordinates of the states in the previously introduced sets \( Q(\cdot) \) and \( S(\cdot) \) reside in the parallelepiped \( \mathcal{G} := [0, 1] \times [-\frac{\pi}{2}, \frac{\pi}{2}] \times [\nu_{\min}, \nu_{\max}] \). This observation is crucial for developing a concise representation of (approximations of) the forward- and backward reachable sets involved in (7)–(9), and consequently enable fast online computations thereof.

The preprocessing stage of the proposed approach is summarized as follows. First, we generate a library of tiles for each relevant value of \( H = 1, 2, \ldots \). Next, for each of these tiles in this library, we consider two copies of the parallelepiped \( \mathcal{G} := [0, 1] \times [-\frac{\pi}{2}, \frac{\pi}{2}] \times [\nu_{\min}, \nu_{\max}] \) associated with, respectively, the second and third cells in the tile. These copies are denoted, respectively, by \( \mathcal{G}_1 \) and \( \mathcal{G}_2 \). Next, we compute numerical approximations of the sets of the sets \( \mathcal{R}(\cdot), Q(\cdot), \) and \( S(\cdot) \) using geometric analysis of curvature-bounded planar curves. Next, we partition the parallelepiped \( \mathcal{G} \) into uniformly sized regions. Finally, we compute intersections or inclusions of these regions with the sets \( \mathcal{R}(\cdot), Q(\cdot), \) and \( S(\cdot) \), as appropriate, to determine a connectivity matrix of regions within \( \mathcal{G}_1 \) to those within \( \mathcal{G}_2 \). This connectivity matrix is stored and looked up during online computations of edge transition costs in \( G_H \).

In what follows, we provide additional details of each of the steps outlined above.
V-A. Library of Tiles

Recall that for each $H \geq 1$, the number of cells in any tile is $H + 2$. It is straightforward to generate a library of tiles for each value of $H$ by enumerating all possible permutations of successive traversal types. During real-time computations, the sequence of cells associated with any edge in $G_H$ can be uniquely mapped to a tile in this library via rigid transformations. Examples of tile libraries are shown in Appendix A.

V-B. Geometric Computation of Forward- and Backward Reachable Sets

Computations of the backward reachable set $Q(\cdot)$ can be performed using previously reported analysis\textsuperscript{32} of curvature-bounded curves in rectangular channels similar to the regions enclosed by tiles. The details of this analysis are available in the literature,\textsuperscript{32,33} and are therefore omitted from this paper. Here, it suffices to note that, for the tile associated with an edge $(i, j) \in E_H$ and a prespecified $\kappa > 0$, the results of this analysis are pointwise numerical values of four piecewise continuous functions $\alpha_1, \alpha_2, \alpha_3, \alpha_4 : [0, 1] \to [-\frac{\pi}{2}, \frac{\pi}{2}]$ such that:

1. For every point with coordinates $(0, w)$ on the cell boundary $\text{cell}(i_1) \cap \text{cell}(i_2)$, there exists a continuously differentiable curve with maximum curvature $\kappa$ traversing the remainder of the tile if the initial tangent angle of this curve lies in the interval $[\alpha_1(w), \alpha_2(w)]$. All of the quantities involved here are expressed in the local coordinate axes system attached to the second cell of the tile, i.e. $\text{cell}(i_2)$.

2. For every point with coordinates $(0, w)$ on the cell boundary $\text{cell}(i_2) \cap \text{cell}(i_3)$, there exists a continuously differentiable curve with maximum curvature $\kappa$ traversing the remainder of the tile if the initial tangent angle of this curve lies in the interval $[\alpha_2(w), \alpha_3(w)]$. All of the quantities involved here are expressed in the local coordinate axes system attached to the third cell of the tile, i.e. $\text{cell}(i_3)$.

Note that these functions represent the backward reachable sets $Q(\cdot)$ defined in Section III-A.

The forward reachability sets $\mathcal{R}(\xi_s)$ are relatively easier to compute.\textsuperscript{34} In the present context, we leverage the assumption (stated in Section II) $\rho_{\nu_{\min}} > 3$ and obtain conservative approximations to these sets in the form of regions described by $[w, \overline{w}] \times [\beta, \overline{\beta}] \times [\nu, \overline{\nu}]$. The derivation and exact expressions for the quantities $w, \overline{w}, \beta, \overline{\beta}, \nu, \overline{\nu}$, all of which depend...
on $\xi_s$, are lengthy and cumbersome, and are therefore omitted. For the reader’s convenience, MATLAB® code implementing these computations is made available at http://users.wpi.edu/~rvcowlagi/software.html.

The preprocessing stage in the proposed route-planning algorithm involves the computation of these forward- and backward reachable set for each element of the tile library for each value of $H$. Furthermore, recall that the curvature constraints of interest for the vehicle model considered in this paper are speed-dependent. Therefore, these computations are in fact performed for several different values of the curvature bound. The details of these preprocessing computations with precise index notations are discussed next.

Note that the results of computations of these forward and backward reachable sets constitute large volumes of numerical data, which is not advisable for storage and online lookup (even if the computations themselves are preprocessed offline). To resolve this issue, we store only an “abstraction” of the relations between these reachable sets in the form of sparse connectivity matrices, as explained next.

V-C. Regions in $\mathcal{S}$ and Connectivity

Consider an edge $(i,j) \in E_H$, and the associated tile. As previously noted, we consider copies $\mathcal{S}_1$ and $\mathcal{S}_2$ of the parallelepiped $[0,1] \times [-\frac{\pi}{2}, \frac{\pi}{2}] \times [\nu_{\text{min}}, \nu_{\text{max}}]$ associated with, respectively, the second and third cells in the tile. Each of $\mathcal{S}_1$ and $\mathcal{S}_2$ are partitioned into uniformly sized regions, i.e. each region in this partition is itself a parallelepiped of dimensions $\Delta_w := \frac{1}{N_w}$, $\Delta_\psi := \frac{1}{N_\psi}$, and $\Delta_\nu := \frac{1}{N_\nu}$, where $N_w, N_\psi, N_\nu \in \mathbb{Z}_{\geq 0}$ are prespecified. We denote these regions by $\sigma_1[m], \sigma_2[m]$, where $m = 0, 1, \ldots, (N_w N_\psi^2 - 1)$, and the subscripts 1 and 2 indicate to which of the parallelepipeds $\mathcal{S}_1$ and $\mathcal{S}_2$ the regions belong. Each region $\sigma_n[m], n \in \{1, 2\}$ is defined by the Cartesian product $[\sigma_w^n[m], \sigma_\psi^n[m]] \times [\sigma_\psi^n[m], \sigma_\nu^n[m]] \times [\sigma_\nu^n[m], \sigma_\nu^n[m]]$, where

$$
\sigma_w^n[m] := \text{mod}(\text{mod}(m, N_\nu N_\psi), N_\psi) \Delta_w, \quad \sigma_\psi^n[m] := \sigma_w^n[m] + \Delta_w, 
$$

$$
\sigma_\psi^n[m] := \left\lfloor \frac{\text{mod}(m, N_w N_\psi)}{N_\psi} \right\rfloor \Delta_\psi, \quad \sigma_\psi^n[m] := \sigma_\psi^n[m] + \Delta_\psi, 
$$

$$
\sigma_\nu^n[m] := \left\lfloor \frac{m}{N_\psi N_w} \right\rfloor \Delta_\nu, \quad \sigma_\nu^n[m] := \sigma_\nu^n[m] + \Delta_\nu. 
$$

We associate with each tile a sparse square connectivity matrix $C$ with $N_w N_\psi^2 N_\nu$ rows. The preprocessing stage of the proposed route-planning algorithm then consists of the fol-
lowing computations to be performed for each tile for each value of $H$:

1. Perform curvature-bounded traversal analysis with $N^\nu$ different curvature bounds, and for each determine numerical approximations of the four functions discussed in Section V-B. Denote these functions by $\alpha_1^\nu, \alpha_2^\nu, \beta_1^\nu, \beta_2^\nu$, where $\ell = 0, 1, \ldots, (N^\nu - 1)$. The different curvature bounds to be used for this analysis are the following:

$$
\kappa_{\text{max},\ell} := \left( (\sigma_1^\nu[m])^2 \rho \right)^{-1}, \quad m = 0, 1, \ldots, (N^w N^\psi N^\nu - 1). 
$$

(16)

Note that although the index $m$ takes values in a larger range compared to the index $\ell$, by (15), the number of unique values of the right hand side of (16) is $N^\nu$. The expression (16) for curvature bounds arises from the previously discussed expression (12). Here, since the traversal analysis is performed for a range of speeds, the dependence on tangential acceleration can be ignored in favor of conservative approximations to the speed as necessary.

2. Determine an index set $m_2 \subseteq \{0, 1, \ldots, (N^w N^\psi N^\nu - 1)\}$ such that

$$
\sigma_2[m] \cap \left( \bigcup_{\ell \in [0,1]} [\alpha_2^\nu(w), \beta_2^\nu(w)] \right) \neq \emptyset, \quad \text{for each } m \in m_2, \text{ where } \ell := \left\lfloor \frac{m}{N^w N^\psi N^\nu} \right\rfloor + 1.
$$

Informally, the index set $m_2$ indicates the regions $\sigma_2[m]$ that have a nonempty intersection with the backward reachable set $\mathcal{Q}(j)$.

3. Determine an index set $m_1 \subseteq \{0, 1, \ldots, (N^w N^\psi N^\nu - 1)\}$ such that

$$
\sigma_1[m] \subseteq \bigcup_{\ell \in [0,1]} [\alpha_1^\nu(w), \beta_1^\nu(w)], \quad \text{for each } m \in m_1, \text{ where } \ell := \left\lfloor \frac{m}{N^w N^\psi N^\nu} \right\rfloor + 1.
$$

Informally, the index set $m_1$ indicates the regions $\sigma_1[m]$ that are included in the backward reachable set $\mathcal{Q}(i)$.

4. For each $m \in m_1$,

(a) Determine $w_m, \overline{w}_m, \beta_m, \overline{\beta}_m, \nu_m, \overline{\nu}_m$; (explicit expressions omitted due to length; MATLAB® code available at [http://users.wpi.edu/~rvcowlagi/software.html](http://users.wpi.edu/~rvcowlagi/software.html)).

(b) Determine an index set $m_2^r \subseteq m_2$ such that

$$
\sigma_2[p] \cap \left( [w_m, \overline{w}_m] \times [\beta_m, \overline{\beta}_m] \times [\nu_m, \overline{\nu}_m] \right) \neq \emptyset, \quad \text{for each } p \in m_2^r.
$$

(17)
(c) Assign $C_{mp} = 1$, where $C_{mp}$ is the element in the $m^{th}$ row and $p^{th}$ column in $C$. This step records connectivity between the $m^{th}$ region in $\mathcal{S}_1$ with the $p^{th}$ region in $\mathcal{S}_2$.

VI. Illustrative Numerical Simulation Results and Discussion

Figures 6–8 illustrate applications of the proposed route guidance algorithm. In each of these results, a workspace partition with uniformly-sized square cells is considered. For clarity, the indices assigned to all cells are not shown; instead, different colors are used to indicate associations with atomic propositions, as in (4). In what follows, we use the notation of Section II. All of these illustrative examples assume a constant unit speed of traversal, i.e. $u_1 = 0$. For preprocessing the connectivity matrices, the values $N_w = N^\psi = 100$ are used. Also, all of these illustrative examples are set up in a cell decomposition consisting of $N^C = 144$ cells.

For the result shown in Fig. 6(a), the number of atomic propositions is to $N^R = 3$. In each of the following examples, the atomic proposition $\lambda_1$ is associated with all cells, including those indicated in white color, to establish workspace limits. The cells associated with atomic propositions $\lambda_2, \lambda_3$, and $\lambda_4$ are indicated in Fig. 6(a) by gray (obstacles), red, and yellow colors respectively. The dark green cell in the lower left corner is the cell containing $x(\zeta_0)$. The sequence of numbered cells with bold outlines in Figure 6(a) indicate the route obtained as a result of searching the product transition system described in Section IV, for the LTL$_-X$ formula $\phi_1 := \Box\lambda_1 \land \Box\neg\lambda_2 \land \Diamond\lambda_3$. This specification is read “always $\lambda_1$, never $\lambda_2$, and eventually $\lambda_3$”. Informally, this specification requires the vehicle to avoid the gray-colored regions and visit the red-colored region, and is equivalent to the standard motion-planning problem of reaching a destination while avoiding obstacles. For the result indicated in Figure 6(a), the control input constraint parameter $\rho$ is set to $\rho = 3$ units. Here, the unit of measurement is the size of a cell. The numbers indicated within cells in the resultant route are the indices assigned to those cells.

The sequences of numbered cells with bold outlines in Figs. 6(b) and 6(c) indicate the resultant route for satisfying the LTL$_-X$ specification $\phi_2 := \phi_1\Diamond\lambda_4$. Informally, this specification requires the vehicle to avoid the gray-colored regions, and visit the red- and yellow-
Figure 6. Application of the proposed approach: illustration of the effects on the resultant path of changes in the control input constraint. The numerical values $\rho$ are in dimensionless distance units, where 1 unit is equal to the side of a cell in the uniform decomposition.

colored regions both. The different results in Figs. 6(b) and 6(c) are a consequence of changing the parameter $\rho$. In particular, for the result indicated in Fig. 6(b), $\rho \leq \frac{1}{1.55}$ units, whereas for the result indicated in Fig. 6(c) $\rho = 3$ units. Notice that the same LTL$_{-X}$ specification is satisfied by two markedly different paths due to the different input constraints. The result shown in Fig. 6(b) is computed by ignoring the vehicle model altogether during route-planning and relies on the previously known result$^{35}$ that if a channel is sufficiently “wide,” (specifically, at least 1.55 times the minimum radius of turn) then a curvature-bounded curve is guaranteed to traverse it from any initial condition.

For the result shown in Fig. 7, the number of atomic propositions is $N^R = 3$. The cells associated with atomic propositions $\lambda_2$ and $\lambda_3$ are indicated in Fig. 7 by red and yellow colors respectively. Informally, this specification requires the vehicle visit the red- and yellow-colored regions both. However, the order of visit is not specified, and there is no preference for which of the two yellow- or two red-colored regions is to be visited. The dark green cell near the center is the cell containing $x(\xi_0)$. The sequence of numbered cells with bold outlines in each of Figs. 7(a)–7(d) indicate the route obtained as a result of searching the product transition system, for the LTL$_{-X}$ formula $\phi_3 := \Box \lambda_1 \land \Diamond \lambda_2 \land \Diamond \lambda_3$. Notice that the regions associated with the propositions $\lambda_2$ and $\lambda_3$ (the red- and yellow-colored regions, respectively) are unions of disconnected subregions. The different resultant paths in each of Figs. 7(a)–7(d) are due to different initial states, as indicated in the captions.

Two additional results are shown in Fig. 8 to illustrate the impact of nonholonomic constraints on the manner in which the given LTL specifications are satisfied, and of the
(a) $\xi_0 = (4.5, 1.0, 1.0, \pi)$, $\rho = 3.5$ units.

(b) $\xi_0 = (4.0, 0.5, 1.0, \pi)$, $\rho = 3.5$ units.

(c) $\xi_0 = (2.0, 2.5, 1.0, 0)$, $\rho = 3.5$ units.

(d) $\xi_0 = (1.5, 3.0, 1.0, \pi)$, $\rho = 3.5$ units.

Figure 7. Application of the proposed approach: illustration of the effects on the resultant path of changes in the initial state. Here, the LTL$_{-X}$ specification is $\phi_3$ (described in text). The numerical values of position coordinates and of $\rho$ are in dimensionless distance units, where 1 unit is equal to the side of a cell in the uniform decomposition.

effectiveness of the proposed route-planning algorithm in handling these situations. For the result shown in Fig. 8(a), the number of atomic propositions is $N^R = 4$, with atomic proposition $\lambda_2$ associated with gray regions, and propositions $\lambda_3, \lambda_4$ associated with the red- and yellow-colored regions respectively. The dark green-colored cell at the bottom left is the cell containing $x(\xi_0)$. The sequence of numbered cells with bold outlines in Fig. 8(a) indicates the route resulting from the proposed algorithm for satisfying the LTL$_{-X}$ specification, $\phi_4 := \phi_2 \land (\neg \lambda_4 \triangleright \lambda_3)$ which requires not only that the regions associated with $\lambda_3$ and $\lambda_4$ be both visited, but also that the region associated with $\lambda_3$ be visited first. The result shown in Fig. 8 is of significance for intelligence, surveillance, and reconnaissance UAV operations, where mission requirements may dictate the order of visit to different regions.
For the result shown in Fig. 8(b), the number of atomic propositions is $N^R = 5$, with atomic proposition $\lambda_2$, associated with gray regions, the propositions $\lambda_3$ and $\lambda_4$ associated with the red- and yellow-colored regions, respectively, and the proposition associated with the two green-colored regions. The green-colored cell at the bottom left is the cell containing $x(\xi_0)$. The LTL specification $\phi_5 := \phi_4 \land \Diamond \Box \lambda_5$ is considered.

Informally, this specification requires that the gray-colored regions be avoided, that the red-colored region be visited, followed by the yellow-colored region, and that the route terminate in either one of the green-colored regions. This specification is simple, yet of immense practical significance: the sub-formula $(\Diamond \Box \lambda_5)$ codifies the common – and necessary – mission requirement of “return UAV to base,” where the “base” location need not be unique (e.g. there may be multiple landing strips available).

The sequence of numbered cells with bold outlines indicates the route determined by the proposed route-planning algorithm. This route includes a cycle, and is defined by the sequence of cells

$$(1, \ldots, 10, 22, 23, 35, \ldots, 95, 94, \ldots, 33, 34, 46, 47, 59, 60, 72 \ldots, 144).$$

Notice that this result is significantly impacted by the control input constraints. Specifically, the route for a holonomic vehicle in this case may have simply involved returning to the green-colored cell (indicated with index 1) in the bottom left after visiting the red- and yellow-colored regions. However, such a route is infeasible with the control input constraint indicated in the figure caption. Furthermore, such a planned route (possibly computed by a naive route-planning algorithm) would have been a particularly adverse plan, considering the UAV’s kinematic constraints. This example therefore indicates the benefit offered by the proposed approach in finding routes that not only satisfy given LTL specifications, but are also compatible with the vehicle model and its constraints.

Figures 6–8 represent the results of executing the proposed route-planning algorithm with parameter $H = 5$. The algorithm is implemented in the MATLAB® (version R2014b), and executed on a desktop computer with an Intel® Core™ i7 2.80 GHz processor, 16 GB RAM, and the Windows® 7 Enterprise 64-bit operating system. Representative computation times involved in the proposed approach are provided in Tables 1 and 2.

The numbers of vertices in lifted graphs $G^H$, for several different values of the parameter
Figure 8. Additional examples that illustrate the significant impact of nonholonomic motion constraints on the manner in which the given LTL specifications are satisfied (details in text).
each specification, each value of the parameter $H$, and each value of the control constraint $\rho$ for specifications $\phi_1$ and $\phi_2$.

\[
\begin{array}{|c|c|c|c|c|c|c|c|c|}
\hline
H & 0 & 1 & 2 & 3 & 4 & 5 & 6 & 7 \\
\hline
|V_H| & 144 & 528 & 1,448 & 3,072 & 6,832 & 15,032 & 33,088 & 71,200 \\
\hline
\tau_{plg} \ (s) & - & 0.0238 & 0.0895 & 0.2633 & 0.9265 & 3.347 & 12.95 & 53.46 \\
\hline
\end{array}
\]

Table 1. Number of vertices in the lifted graph, for various values of the parameter $H$, and the time required to record the graph topology.

VI-A. Discussion

The proposed route-planning algorithm offers several advantages compared to the state-of-the-art. First, a significant portion of the computations involved can be preprocessed (as discussed in Section V), which reduces the online computational burden. For the numerical simulation results shown in Figures 6–8, the time to execute the preprocessing step with $N^w = N^\psi = 100, N^\nu = 1, H = 1, \ldots, 7, \text{ and } \rho = 3.5$, on the aforementioned desktop computer, is approximately 65 minutes. Connectivity matrices for each of a total of 254 tiles (unique up to rigid transformations) are stored. The total number of non-zero elements in all of these matrices is approximately $64.21 \times 10^6$, which requires memory space of approximately 32 MB using the sparse matrix data structure provided by MATLAB®.

Whereas the execution times reported in Table 2 are of the order of seconds or tens of seconds, we claim that significant portions of these execution times are merely due to the computational overhead introduced by MATLAB®. This claim is corroborated by the fact that the sizes of the product transition systems, in terms of numbers of states, indicated in Table 2 are relatively small in comparison to the typical graph sizes (of the order of $10^7$ vertices) that can be searched by high-performance software libraries within a few tens of seconds.\textsuperscript{37,38} The main difficulty in the proposed approach is that the transition costs in the product transition system depend on computationally intensive reachability calculations. However, the offline preprocessing stage as discussed in Section V enables the determination of these transition costs via a simple lookup table. Therefore, it is possible to reduce these execution times by several orders of magnitude by appropriately implementing the
<table>
<thead>
<tr>
<th>Specification →</th>
<th>$\phi_1$</th>
<th>$\phi_2$</th>
<th>$\phi_3$</th>
<th>$\phi_4$</th>
<th>$\phi_5$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\rho \rightarrow$</td>
<td>3.0</td>
<td>4.0</td>
<td>5.0</td>
<td>3.0</td>
<td>4.0</td>
</tr>
<tr>
<td>$H = 3$, $</td>
<td>T_{\phi,H}</td>
<td>$</td>
<td>6,146</td>
<td>12,292</td>
<td>12,292</td>
</tr>
<tr>
<td>$</td>
<td>\delta_{\phi}H</td>
<td>$</td>
<td>11,110</td>
<td>22,892</td>
<td>32,308</td>
</tr>
<tr>
<td>$\tau_{\text{setup}} (s)$</td>
<td>2.429</td>
<td>5.040</td>
<td>4.917</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>$\tau_{\text{search}}^0 (s)$</td>
<td>6.391</td>
<td>3.705</td>
<td>—</td>
<td>18.82</td>
<td>6.992</td>
</tr>
<tr>
<td>$\tau_{\text{search}}^1 (s)$</td>
<td>1.049</td>
<td>2.036</td>
<td>—</td>
<td>11.47</td>
<td>6.076</td>
</tr>
<tr>
<td>$H = 4$, $</td>
<td>T_{\phi,H}</td>
<td>$</td>
<td>13,666</td>
<td>27,332</td>
<td>27,332</td>
</tr>
<tr>
<td>$</td>
<td>\delta_{\phi}H</td>
<td>$</td>
<td>23,799</td>
<td>49,114</td>
<td>73,608</td>
</tr>
<tr>
<td>$\tau_{\text{setup}} (s)$</td>
<td>6.545</td>
<td>13.73</td>
<td>13.73</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>$\tau_{\text{search}}^0 (s)$</td>
<td>14.88</td>
<td>6.083</td>
<td>1.985</td>
<td>42.09</td>
<td>13.95</td>
</tr>
<tr>
<td>$\tau_{\text{search}}^1 (s)$</td>
<td>2.272</td>
<td>2.758</td>
<td>1.995</td>
<td>24.88</td>
<td>10.02</td>
</tr>
<tr>
<td>$H = 5$, $</td>
<td>T_{\phi,H}</td>
<td>$</td>
<td>30,066</td>
<td>60,132</td>
<td>60,132</td>
</tr>
<tr>
<td>$</td>
<td>\delta_{\phi}H</td>
<td>$</td>
<td>51,114</td>
<td>105,660</td>
<td>167,582</td>
</tr>
<tr>
<td>$\tau_{\text{setup}} (s)$</td>
<td>19.84</td>
<td>39.12</td>
<td>39.12</td>
<td>37.64</td>
<td>35.68</td>
</tr>
<tr>
<td>$\tau_{\text{search}}^0 (s)$</td>
<td>22.42</td>
<td>12.90</td>
<td>6.205</td>
<td>69.69</td>
<td>34.29</td>
</tr>
<tr>
<td>$\tau_{\text{search}}^1 (s)$</td>
<td>2.421</td>
<td>3.462</td>
<td>6.028</td>
<td>37.20</td>
<td>21.84</td>
</tr>
<tr>
<td>$\tau_{\text{search}}^2 (s)$</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
</tbody>
</table>

Table 2. Execution times for the numerical simulation examples discussed in Section VI. The blank entries for $\tau_{\text{search}}^0$ and $\tau_{\text{search}}^1$ for $H = 3, 4$ indicate that the search returned failure after a finite number of iterations, and no route was found.
proposed algorithm with a low-level programming language such as C++, and by utilizing high-performance open-source software libraries. Appropriate search heuristics can also significantly reduce the execution times, and enable real-time implementations of the proposed algorithm.

Second, as previously noted for the example shown in Fig. 7, the proposed approach allows for the association of disconnected regions in the workspace with a single atomic proposition. Consequently, the total number of propositions can be reduced, thereby reducing the size of the product transition system. This ability is not available in other approaches reported in the literature, e.g.,\(^ {17,19}\) which depend on partitioning the vehicle’s state space instead of its workspace (output space).

Third, the proposed approach does not use up control authority for the sake of generating a discrete abstraction of the vehicle dynamical model, as is often done in the literature.\(^ {4,6,17,19,39}\) This approach leaves room to accommodate any independent trajectory optimization algorithm to be employed for generating reference trajectories for tracking the planned route. The trajectory optimization problem is subjected to the constraint that the workspace projection of the resulting must remain within the channel associated with the planned route (namely, the channels indicated by numbered cells with bold outlines in Figs. 6–8).

VII. Conclusions and Future Work

In this paper, we discussed a new technique for aircraft route guidance subject to LTL\(_X\) specifications. The proposed technique relies on workspace partitioning, which involves partitioning in a space of smaller dimension than the state space, as is often done in the literature. The proposed technique relied on the so-called lifted graph, and on appropriate assignments of edge transition costs in the lifted graph. The relationship of these edge transition costs with certain forward- and backward reachable sets of the vehicle model was discussed, and the offline preprocessing of the computations of these sets was emphasized.

The proposed approach is applicable more generally to differentially flat nonlinear systems, especially when control input constraints can be mapped to constraints on the flat output-space trajectories. The control constraints for the vehicle model considered in this
paper were mapped to curvature constraints on the admissible workspace (output space) trajectories. Therefore, analysis of forward- and backward reachable sets with curvature-bounded curves was directly applied for finding lifted graph edge transition costs for this vehicle model. Future work includes the application of the proposed approach for control with temporal logic specifications of other differentially flat nonlinear systems.
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Appendix A. Proofs and Additional Technical Details

Proof of Proposition 1. Define $i_k := (v_k, \ldots, v_{k+H})$, for each $k \in \{0, \ldots, P - H\}$. First, suppose that $J_H(v) < \chi$. By Eqns. (8) and (9), it follows that, for each $k \in \{0, \ldots, P - H\}$, $g_H(i_k, i_{k+1}) = 1$, and that $S(i_{k+1})$ is nonempty. By Eqn. (7), for every state $\xi_0 \in S(i_{k+1})$, there exists $\text{pre}(\xi_0) \in S(i_{k+1}) \subseteq S(i_k)$ such that $\xi_0 \in R_{i_k}(\text{pre}(\xi_0))$.

In particular, $S(i_{P-H})$ is nonempty, and, by Eqn. (7), $Q(i_{P-H})$ is nonempty. By definition, for any state $\xi_{P-H} \in Q(i_{P-H})$, there exist $t_{P-H} \in \mathbb{R}_+$ and a control input $u_{P-H} \in U_{t_{P-H}}$ such that

$$x(\xi(t; \xi_{P-H}, u_{P-H})) \in \bigcup_{\ell=1}^{H+1}\text{cell}([I_{P-H}]_{\ell})$$

Then we iteratively define $\xi_k := \text{pre}(\xi_{k+1})$ for each $k = P-H, \ldots, 0$. Note that $\xi_{k+1} \in R_{i_k}(\xi_k)$. By definition in Eqn. (6), there exist $t_k \in \mathbb{R}_+$ and $u_k \in U_{t_k}$ such that $\xi(t; \xi_k, u_k) = \xi_{k+1}$, and

$$x(\xi(t; \xi_k, u_k)) \in \text{cell}(\hat{i}_k), \quad t \in [0, t_k].$$

Note that $\xi_k \in S(i_k)$, which implies that $\xi_0 \in S(i_0) = \xi_0$. Now define the concatenated trajectory

$$\xi^*(t) := \xi(t; \xi_k, u_k), \quad t \in [\tau_k, \tau_{k+1}],$$

where $\tau_0 = 0$ and $\tau_{k+1} := \tau_k + t_k$, for each $k = 0, \ldots, P - H$. By Eqns. (18) and (19), it follows that $v = tr(\xi^*, G)$, and, by consequence, that $v \in L_\Gamma(\xi_0)$.

To prove the converse, suppose that $v \in L_\Gamma(\xi_0)$. By definition, $x(\xi(0; \xi_0, u)) \in \text{cell}(v_0)$ and $x(\xi(t_0; \xi_0, u)) \in \text{cell}(v_P)$. Define for each $k \in \{0, \ldots, P - H\}$,

$$\tau_k := \max_{\tau_k \in [0, t_k]} \{\tau_k : x(\xi(\tau_k; \xi_0, u)) \in \text{cell}(\hat{i}_k) \cap \text{cell}(\hat{i}_0)\},$$

$$\xi_k^* := \xi(\tau_k; \xi_0, u), \quad u_k := u|_{[\tau_k, \tau_{k+1}]}.$$ 

The existence of $\tau_k$ is guaranteed by continuity of $\xi$ and by (3). It is easy to see that $\tau_0 = 0$, $\xi_k^* = \xi_0$, and that for each $k \in \{1, \ldots, P - H\}$, $\xi_k^* \in R_{i_k}(\xi_k^*)$. By definition of the sets $Q(\cdot)$, it is also clear that $\xi_{k+1} \in Q(i_{k+1})$. Therefore, $\xi_{k+1} \in S(k+1)$, and by Eqns. (7) and (8), $g_H(i_k) = 1$ for each $k \in \{1, \ldots, P - H\}$. It follows that $J_H(v) < \chi$. \hfill \Box
Proof of Theorem 1. By Prop. 1,

\[ b^0_H(\Theta_p|_{V_H}) \in \mathcal{L}_\Gamma(\xi_0), \quad b^0_H(\Theta_s|_{V_H}) \in \mathcal{L}_\Gamma(\xi_0), \]

which implies that \( b^0_H((\Theta_p, \Theta_s, \Theta_s, \ldots)|_{V_H}) \in \mathcal{L}_\Gamma(\xi_0) \). By (5), (10), and (11), the path \( \mathbf{v} := b^0_H(\Theta|_{V_H}) \in \mathcal{L}_G \) defines the word \( \omega(\mathbf{v}) = (\omega_0, \omega_1, \ldots) \). By definition of \( T_{\phi,H} \), \( (\theta_k, \omega_k, \theta_{k+1}) \in \delta_{T_{\phi,H}} \), and \( (\theta_k|S, \omega_k, \theta_{k+1}|S) \in \delta_{B_{\phi}} \) for each \( k \in \mathbb{N} \). Therefore, the word \( \omega(\mathbf{v}) \) is accepted by the Büchi automaton \( B_{\phi} \), which in turn means that the path \( \pi \) satisfies the formula \( \phi \) and, by consequence, \( \mathbf{v} = b^0_H(\Theta_p|_{V_H}) \in \mathcal{L}_{\Gamma\Phi} \).

To prove the converse, consider a path \( \mathbf{v} = (j_0, j_1, \ldots) \in \mathcal{L}_{\Gamma\phi} \subseteq \mathcal{L}_\Gamma \subseteq \mathcal{L}_G \) such that the length of \( \mathbf{v} \) is greater than \( H + 1 \) and there are no cycles of length less than or equal to \( H + 1 \). Because the path satisfies the formula \( \phi \), the word \( \omega(\mathbf{v}) = (\omega_0, \omega_1, \ldots) \), where \( \omega_k \) is defined in Eqn. (5), is accepted by the Büchi automaton \( B_{\phi} \). Let \( s_0, s_1, \ldots \) be the states of \( B_{\phi} \) visited in the run associated with the input word \( \omega(\mathbf{v}) \). Also, let \( i_k := (v_k, \ldots, v_{k+1}) \in V_H \), and define \( \theta_k := (s_k, i_k) \) for each \( k \in \mathbb{N} \). Clearly, \( (\theta_k, \omega_k, \theta_{k+1}) \in \delta_{T_{\phi,H}} \), and it follows that \( \Theta := (\theta_0, \theta_1, \ldots) \) is a run of \( T_{\phi,H} \), and that \( \Theta|_{V_H} = b^0_H(\mathbf{v}) \), which implies \( b^0_H(\Theta|_{V_H}) = \mathbf{v} \). 

ILLUSTRATION OF TILE LIBRARY: The libraries of all tiles (unique up to rigid transformations) for \( H = 2 \) and \( H = 3 \) are shown in Figs. 9 and 10 respectively.

![Figure 9. Tile library for H = 2, auto-generated using a MATLAB® script.](image-url)
Figure 10. Tile library for $H = 3$, auto-generated using a MATLAB® script.