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Abstract—We present a path- and motion planning scheme that is “multi-resolution,” both in the sense of representing the environment with high accuracy only locally, and in the sense of addressing the vehicle kinematic and dynamic constraints only locally. The proposed scheme uses rectangular multi-resolution cell decompositions, generated efficiently using the wavelet transform. The wavelet transform is used widely in signal and image processing, with emerging applications in autonomous sensing and perception systems. The proposed motion planner enables the simultaneous use of the wavelet transform in both the perception and motion planning layers of vehicle autonomy, thus potentially reducing online computations. We prove rigorously the completeness of the proposed path planning scheme and we provide numerical simulation results to illustrate its efficacy.

I. INTRODUCTION

Motion planning for autonomous terrestrial and aerial vehicles has been extensively studied [1], [2]. However, important issues such as dealing with uncertain, partially known, and/or dynamically changing environments, and the satisfaction of vehicle kinematic and dynamic constraints are yet to be thoroughly and satisfactorily addressed, especially when considering additional constraints stemming from the limited computational resources on-board the vehicle.

In this paper, we present a fast multi-resolution motion planning scheme that guarantees the satisfaction of the vehicle’s kinematic and dynamic constraints. To introduce the various inter-related aspects of the proposed scheme, we will use the following terminology: We will use the term path to refer to the locus of continuous motion of a point, and the term trajectory to refer to a path parameterized by time. Depending on the context, we will use the term path to also refer to a sequence of successively adjacent vertices in a graph. Finally, we will use synonymously the terms workspace and environment to refer to a planar region over which the vehicle moves.

Multi-resolution path planning involves the representation of the vehicle’s environment with different levels of accuracy. For example, the popular quadtree method [3]–[5], generates a planar cell decomposition consisting of small cell sizes that capture accurately obstacle boundaries, and larger cell sizes that represent efficiently large areas in the free space. Other path planning schemes that use multi-resolution cell decompositions have appeared, for instance, in [6]; in [7] (triangular cells); in [8] (receding horizon path planning scheme using multi-resolution estimates of object locations); in [9] (multi-resolution potential field); and in [10] (hierarchy of imaginary encapsulating spheres for collision avoidance).

We consider planar cell decompositions such that the environment is represented with high accuracy (i.e., using small cell sizes) in the agent’s immediate vicinity, and with lower accuracy in regions farther away, similar to the multi-resolution grids considered in [6], [11]. Multi-resolution cell decompositions are compact data structures that encode large environment maps, and thus enable efficient online path- and motion planning. Furthermore, multi-resolution decompositions of the environment capture naturally the graded levels of uncertainty about the environment as a function of the distance from the current location of the agent. In other words, such decompositions encode the notion that the uncertainty or incomplete knowledge about the environment is higher in regions farther away from the vehicle’s current location.

The discrete wavelet transform (DWT) is a mathematical tool used widely in multi-resolution signal processing [12], [13]. Applications of the DWT to vision-based navigation and vision-based SLAM for autonomous vehicles have appeared recently in [14] (appearance-based vision-only SLAM); in [15] and [16] (local feature extraction); and in [17] (stereo image processing). With the plethora of available sensors, and in light of the fact that multiple sensors are typically used for autonomous navigation [11], the wavelet transform may soon become the common standard for representing and analyzing signals [18]. In this context, wavelet-based data representation for path planning problems has been addressed recently in [19] (occupancy grids); in [20] (standardized representation of road roughness characteristics); in [21] (terrain depiction for pilot situational awareness); and in [22] (image registration for vision-based navigation).

In light of the ubiquitous use of the DWT in signal- and image processing, and its emerging applications in autonomous sensing and perception, it is natural to investigate the seamless integration of sensing and path planning using multi-resolution wavelet analysis. To this end, we propose a path planning scheme that directly uses a DWT representation of the environment. Applications of the DWT in multi-resolution path planning schemes have appeared previously, for instance, in [23], [24] (preliminary implementations of the proposed path planning scheme); in [25] (path refinement based on successively finer approximations of a terrain map); and in [26], [27] (multi-resolution schemes for vision-based path planning).

H-Cost Motion Planning: Motion planning schemes often involve a geometric path planner that uses an abstract, discrete
representation (e.g., graphs associated with cell decompositions) of the workspace and deals with the satisfaction of task specifications such as obstacle avoidance. However, the resultant geometric path may be found to be infeasible or unacceptably sub-optimal if the vehicle’s kinematic and dynamic constraints are ignored. To address this issue, we introduced in [28] a motion planning approach based on assigning costs, called H-costs, to multiple edge transitions in the cell decomposition graph. These H-costs allow the vehicle’s kinematic and dynamic constraints to be incorporated in the geometric path planner via the (implicit) construction of a so-called lifted graph, which is closely related to the original cell decomposition graph. In this paper, we discuss a multi-resolution implementation of this H-cost motion planning approach, such that the overall scheme is “multi-resolution,” both in the sense of representing the environment with high accuracy only locally, and in the sense of considering the vehicle dynamical model for path planning only locally.

In summary, the proposed motion planning scheme consists of the following main elements: (a) A wavelet-based multi-resolution cell decomposition algorithm that creates and modifies a graph that represents the environment (see Section II); (b) A local trajectory generation algorithm called TILEPLAN that associates H-costs in the aforesaid cell decomposition graph to (implicitly) construct a “partially” lifted graph (see [29], [30]); and (c) A discrete path planner that finds paths in the “partially” lifted graph, which, in turn, correspond to trajectories that satisfy the vehicle’s kinematic and dynamic constraints (see Section IV). The interactions between the various models and methods involved in the proposed scheme are illustrated in Fig. 1: here, hollow arrows indicate the creations and modifications of various models by the methods shown, whereas bold arrows indicate the dependencies between the various models and methods shown. For example, the hollow arrow from TILEPLAN to the “partially” lifted graph model indicates modification of the edge transition costs of the latter.

The main contributions of this paper are as follows. Firstly, we present a multi-resolution cell decomposition technique that is completely encoded in the DWT coefficients of the environment map. This approach allows for the development of highly integrated, efficient navigation and path planning architectures, where the DWT coefficients are used as a common data structure both for scene understanding and for motion planning. Secondly, we demonstrate one such integrated approach by proposing a path planning scheme based on the aforesaid cell decompositions, and we rigorously prove its completeness. To the best of our knowledge, such proofs of completeness are absent from other similar multi-resolution path planning schemes [6], [11]. Finally, we discuss a method of incorporating vehicle dynamic constraints in the multi-resolution path planning scheme using the H-cost motion planning approach of [28]. The issue of consistency between the geometric and dynamic planning layers is well-known in the robotics community [31]. To date, this problem has been addressed by planning in the (high-dimensional) state space, instead of the workspace, where the obstacles naturally lie. We show that, for mobile robotic applications, planning can be restricted to the low-dimensional workspace. The overall motion planning scheme is thus an important step in the development of an hierarchically consistent autonomous navigation and motion planning system, i.e., one that guarantees the satisfaction of vehicle kinematic and dynamic constraints while retaining the computational efficiency of discrete multi-resolution path planning.

The rest of this paper is organized as follows. In Section II, we describe the proposed wavelet-based multi-resolution cell decomposition technique. In Section III, we describe a path planning scheme using this cell decomposition, and we prove its completeness. In Section IV, we discuss the inclusion of vehicle dynamical constraints in the multi-resolution path planner via the H-cost approach. In Section V, we provide numerical simulation results illustrating the successful operation of the overall motion planner, and in Section VI, we conclude the paper with comments on possible future extensions.

II. Multi-Resolution Cell Decompositions Using the Discrete Wavelet Transform

Cell decomposition is a common technique used in geometric path planning [1], that involves partitioning the workspace into convex regions called cells. A graph is associated with this partition, such that each cell corresponds to a unique vertex and each pair of geometrically adjacent cells corresponds to a unique edge. The original path planning problem is thus transformed to the problem of finding a path in this graph, which can be solved, for instance, by the A* algorithm [2]. In what follows, we introduce a multi-resolution cell decomposition technique based on the 2-D discrete wavelet transform. We provide a brief introduction to the DWT in Appendix B, and we refer the reader to [12], [13] for further details.

A. Multi-resolution cell decompositions

We define an image as a pair \((R, F)\), where \(R \subseteq \mathbb{R}^2\) is a compact, square region, and \(F : R \to \mathbb{R}, F \in L^2(R)\), is an intensity map. We will assume that \(R = [0, 2^D] \times [0, 2^D]\), with \(D \in \mathbb{Z}\), and that the image intensity map \(F\) is known at a finite resolution \(m_\ell > -D\), i.e., the function \(F\) is piecewise constant over each of the square regions \(S_{m_\ell, k, \ell}\) (defined in (B.2)), for \(k, \ell = 0, 1, \ldots, 2^{D+m_\ell} - 1\). We will assume, without loss of generality, that \(m_\ell = 0\). In the context of path planning, the intensity map \(F\) may represent, for instance, terrain elevation [25], a risk measure [23], or a probabilistic occupancy grid [19], [32].
We assume that the least cell size of interest is $2^{-m_r} = 1$, and we define a cell decomposition $\Omega$ consisting of uniformly spaced square cells, each of size 1, i.e.,

$$\Omega := \{ S_{m,k,\ell} : k, \ell \in \{0, 1, \ldots, 2^D - 1\} \}.$$  

The intention of the geometric path planner is to find a path in the graph associated with $\Omega$. However, the number of cells in $\Omega$ is $2^{2D}$, which makes the graph search impractical when $D$ is large. To enable fast online computation, multi-resolution cell decompositions may be used to approximate large environment maps. Such decompositions correspond to graphs with significantly fewer vertices, thus requiring lesser computational resources for path planning at each iteration. Furthermore, such decompositions also capture naturally the vehicle’s sensing limitations by relaxing progressively, with increasing distance from the vehicle’s location, the accuracy at which the intensities of cells in $\Omega$ are known.

Let $a_{m,k,\ell}$ and $d^p_{m,k,\ell}$ be the DWT coefficients of $F$, where $m_0 \in \mathbb{Z}$ is pre-specified, let $A \subset \{ (m, k, \ell) \in \mathbb{Z}^3 : m_0 \leq m < 0, \ 0 \leq k, \ell \leq 2^{D+} \}$ be a set of triplets of integers, and let $d^p_{m,k,\ell}$ be defined by

$$d^p_{m,k,\ell} := \begin{cases} d_{m,k,\ell}^p & p = 1, 2, 3, \text{ and } (m, k, \ell) \in A, \\ 0 & \text{otherwise.} \end{cases}$$

Then the image $(R, \hat{F})$, where $\hat{F}$ is obtained by the reconstruction of $a_{m_0,k,\ell}$ and $d^p_{m,k,\ell}$, is called the approximation of $(R, F)$ associated with the set $A$. Informally, an approximation is obtained by neglecting certain detail coefficients in the DWT of $F$: the set $A$ contains the indices of detail coefficients that are considered “significant”. A specific approximation that is of interest in this paper is one that retains detail coefficients only in the immediate vicinity of the vehicle’s current location $(x_0, y_0) \in R$ and gradually discards them in regions farther away. To define precisely this approximation, let $\phi : \mathbb{Z} \to \mathbb{N}$ be a “window” function that specifies, for each level of resolution, the distance from the vehicle’s location up to which the detail coefficients at that level are significant. The set $A_{\text{win}}(x_0, y_0)$ of indices of significant detail coefficients is then defined by

$$A_{\text{win}}(x_0, y_0) := \left\{ (m, k, \ell) : m_0 \leq m < 0, \right. \right.$$

$$\left. \left[ 2^m x_0 - \phi(m) \right] \leq k \leq \left[ 2^m x_0 + \phi(m) \right], \right.$$  

$$\left. \left[ 2^m y_0 - \phi(m) \right] \leq \ell \leq \left[ 2^m y_0 + \phi(m) \right] \right\}, \quad (1)$$

where $m_0 \in \mathbb{Z}$. An example of an image and its approximation using (1) is shown in Fig. 2. In this example, $m_0 = -10$, $(x_0, y_0) = (390, 449)$, and $\phi(m) = 4$ for each $m_0 \leq m < 0$.

**B. Computing Cell Locations and Intensities**

The cell decomposition $\Omega^m$ associated with $(R, \hat{F})$ is a partition of $R$ into square cells of different sizes, such that $\hat{F}$ is constant over each of the cells. In this section, we describe a procedure to determine the locations, the sizes, and the values of $\hat{F}$ over each of the cells in $\Omega^m$.

In this paper, we use the Haar wavelet family, and the Haar scaling function satisfies the following dilation equation [13]:

$$\phi(t) = \phi(2t) + \phi(2(t - 1)). \quad (2)$$
For given initial and terminal vertices $i_S, i_G \in \bar{V}$, an admissible path $\bar{\pi}(\bar{i}_S, \bar{i}_G)$ in $\bar{G}$ is a finite sequence $\{\bar{i}_0, \ldots, \bar{i}_P\}$ of vertices (with no repetition) such that $\{\bar{i}_{k-1}, \bar{i}_k\} \in E$ for each $k = 1, \ldots, P$, with $i_0 = i_S$ and $i_P = i_G$. For brevity, and when there is no ambiguity, we will henceforth suppress the arguments in $\bar{\pi}$. The cost $\bar{J}(\bar{\pi})$ of an admissible path $\bar{\pi}$ in $\bar{G}$ is the sum of costs of edges in $\bar{\pi}$, and the path planning problem is to find an admissible path $\bar{\pi}^*(i_S, i_G)$ with minimum cost.

Next, we associate with the multi-resolution cell decomposition $\Omega^{mr}$ a graph $\bar{G} = (V, E)$ such that each cell in $\Omega^{mr}$ corresponds to a unique vertex in $V$. Note that each vertex $j \in V$ corresponds to a set $W(j, V) \subset \bar{V}$, and the collection $\{W(j, V)\}_{j \in V}$ is a partition of $\bar{V}$. Specifically:

$$W(j, V) := \{\bar{j} \in \bar{V} : \text{cell}(\bar{j}; \Omega) \subset \text{cell}(j; \Omega^{mr})\}.$$  

The multi-resolution cell decomposition graph $\bar{G}$ approximates the graph $\bar{G}$ by representing each set of vertices $W(j, V) \subset \bar{V}$ with a single vertex $j \in V$. For the Haar wavelet, it can be shown that for each $j \in V$,

$$\bar{J}^{mr}(j; \Omega^{mr}) = \frac{1}{|W(j,V)|} \sum_{\bar{j} \in W(j,V)} J^{mr}(\text{cell}(\bar{j}; \Omega)). \quad (5)$$

Finally, two vertices $i, j \in V$ are said to be adjacent in $\bar{G}$, i.e., $(i,j) \in E$, if and only if there exist $\bar{i} \in W(i, V)$ and $\bar{j} \in W(j, V)$ such that $\{\bar{i}, \bar{j}\} \in E$. We will denote by $\text{cell}(j; \Omega^{mr})$ the cell in $\Omega^{mr}$ associated with the vertex $j \in V$, and by $\text{vert}(S; \bar{G})$ the vertex in $\bar{G}$ associated with the cell $S \in \Omega^{mr}$.

### A. Path Planning Algorithm

We present an algorithm that finds iteratively an admissible path $\bar{\pi}$ in $\bar{G}$ by first constructing multi-resolution cell decompositions, then by finding paths in these multi-resolution cell decompositions, and then by moving along these paths. The proposed algorithm is a modification of the multi-resolution path planning algorithm presented in [23] and these modifications ensure that the proposed algorithm is complete.

We assume that $F(\text{cell}(j; \Omega)) \in [0,1]$ for each $j \in \bar{V}$, such that more favorable cells in the environment have a lower intensity, and such that cell($j; \Omega$) represents an obstacle if $F(\text{cell}(j; \Omega)) > 1 - \varepsilon$, for some pre-specified $\varepsilon \in (0,1)$. We define the transition cost of an edge $(i,j) \in \bar{E}$ by

$$g((i, j)) := \begin{cases} \lambda_1 F(\text{cell}(j; \Omega)) + \lambda_2, & F(\text{cell}(j; \Omega)) \leq 1 - \varepsilon, \\ M, & \text{otherwise}, \end{cases} \quad (6)$$

where $\lambda_1, \lambda_2 \in (0,1]$ and $M > 2|\bar{V}|$ are constants.

We denote by $\bar{F}_n$ the approximation of the environment constructed at iteration $n$ of the proposed algorithm, by $A(n)$ the associated set of detail coefficients, by $\Omega^{mr}(n)$ the associated multi-resolution cell decomposition, and by $\bar{G}(n) = (V(n), E(n))$ the associated topological graph. We
define the goal vertex \( iG, n \in V(n) \) as the unique vertex that satisfies \( iG \in W(iG, n, V(n)) \).

For each vertex \( j \in \hat{V} \), the proposed algorithm maintains an estimate \( K_G(j) \) of the least cost of any path in \( \hat{G} \) from the vertex \( j \) to the goal vertex \( iG \), and a record \( K_S(j) \) of the least cost of any path in \( \hat{G} \) from the initial vertex \( iS \) to the vertex \( j \). The algorithm also associates with each vertex \( \vec{j} \in V \) another vertex \( b(\vec{j}) \in V \) called the backpointer of \( \vec{j} \). At each iteration, the algorithm performs a computation (Line 18 or Line 20 in Fig. 5) whose result is a unique vertex in \( \hat{V} \). We refer to this computation as a visit to this vertex, and we denote by \( \bar{j}_n \) the vertex visited at iteration \( n \), with \( j_0 = iS \). Finally, let \( j_n := \text{vert(cell}(\bar{j}_n ; \Omega^{mr}(n)); G(n)) \).

An admissible path \( \pi_n(j_n, iG, n) \) in \( G(n) \) is a finite sequence \( (i_0, \ldots, i_P(n)) \) of vertices (with no repetition) in \( V(n) \) excluding \( b(j_n) \) and excluding vertices in \( V(n) \) corresponding to cells in the path from \( iS \) to \( j_n \). Note that this definition precludes cycles in the concatenation of the path \( (j_0, \ldots, j_{n-1}) \) with the path \( \pi_n \). We introduce an edge cost function \( g_n : E(n) \rightarrow \mathbb{R}_+ \), which assigns to each edge of \( G(n) \) a non-negative cost of transitioning this edge, defined by

\[
g_n((i, j)) = \begin{cases} 
(\lambda_1 \bar{F}_j + \lambda_2)[W(j, V(n))], & \bar{F}_j \leq 1 - \varepsilon, \\
M, & \text{otherwise}
\end{cases},
\]

where \( \hat{F}_j := \hat{F}(cell(j ; \Omega^{mr}(n))) \). The cost \( \hat{J}(\pi_n) \) of the path \( \pi_n \) is the sum of the costs of edges in the path. Note that, by (5) and (7), the cost of an obstacle-free path in \( G(n) \) is less than or equal to \( 2|V| \), and hence an admissible path \( \pi_n \) in \( G(n) \) is obstacle-free if and only if \( \hat{J}(\pi_n) < M \).

The proposed algorithm associates with each vertex \( \vec{j} \in \hat{V} \) a binary value \( \text{visited}(\vec{j}) \) that records whether the vertex \( \vec{j} \) has previously been visited by the algorithm: at any iteration of the algorithm’s execution, for each \( \vec{j} \in \hat{V}, \text{visited}(\vec{j}) = 0 \) indicates that the algorithm has never visited \( \vec{j} \) in any previous iteration, whereas \( \text{visited}(\vec{j}) = 1 \) indicates that the algorithm has visited \( \vec{j} \) during a previous iteration. The algorithm also maintains a cumulative cost \( \hat{J}(\vec{\pi}) \) of the path \( \vec{\pi}(iS,j_n) \) in \( \hat{G} \). The proposed multi-resolution path planning algorithm is described by the pseudo-code in Fig. 5. Here \( x(\vec{j}) \) and \( y(\vec{j}) \) denote, respectively, the \( x \) and \( y \) coordinates of the center of \( \text{cell}(\vec{j} ; \hat{G}) \), and \( \text{mr-graph} \) denotes the procedure described in Section II-B to obtain the cell decomposition graph associated with a set of indices of significant detail coefficients.

**Remark 1.** The constrained optimization problem in Line 8 can be solved by an algorithm that finds the \( K \) shortest paths in a graph. Such algorithms have been reported, for instance, in [33]. We assume that the \( K \) shortest paths will have strictly increasing costs. This assumption is not required for the algorithm’s successful execution, but it ensures a concise statement of the algorithm. \( \square \)

**Remark 2.** Due to Line 9, the cost of “back-tracking” is not added to the cumulative cost \( \hat{J}(\vec{\pi}) \). Also, it follows from (7) and Line 21 that \( K_S(j) = 0 \) if and only if \( j = iG \). \( \square \)

We may now state the main result of this section as follows.

**Proposition 1.** The proposed algorithm is complete: if there exists an obstacle-free path in \( \hat{G} \) from \( iS \) to \( iG \), then the algorithm finds an obstacle-free path in a finite number of iterations. Otherwise, the algorithm reports failure after a finite number of iterations. \( \blacksquare \)

**B. Efficient Updates of \( A(n) \) and \( G(n) \)**

The set \( A(n) \) of the significant detail coefficient indices, and the associated multi-resolution cell decomposition graph both depend on the vehicle’s current position. Consequently, both \( A(n) \) and \( G(n) \) are updated (Lines 5–6 in Fig. 5) at each iteration of the algorithm. To enable faster computations, we describe, in this section, a method to obtain \( A(n) \) incrementally from \( A(n-1) \). Specifically, we first compute the elements of the sets \( B_1 := A(n) \cap A^c(n-1) \) and \( B_-1 := A(n-1) \cap A^c(n) \), and we then evaluate \( A(n) = A(n-1) \cup B_1 \setminus B_-1 \). To this end, we observe that for each \( j \in \hat{V} \), \( x(j) = |x(j)| + 1/2 \). It follows that for every \( m \leq 0 \),

\[
[2^m x(j)] = [2^m (|x(j)| + 1/2)].
\]

Next, we note that \( x(j) = x(j-1) + \Delta_x \), where, at iteration \( n \), \( \Delta_x = 1 \) if the vehicle moves one cell to the right,
Recomputation of Multi-resolution Cell Decomposition

procedure MOD-MR-APPROX(A) 
1: Compute B₀ and B₁ with (12) 
2: A(n) ← A(n - 1) ∪ B₁ \ B₀ 
procedure MOD-MR-GRAPH(Ωₘₐₓ(n - 1), B₀, B₁) 
1: Ωₘₐₓ₀ ← ∅, Ωₘₐₓ₁ ← ∅ 
2: for all (m, k, ℓ) ∈ B₀ do 
3:  Ωₘₐₓ₀ ← Ωₘₐₓ₀ ∪ {Sᵐₖₗ:  k ∈ K, ℓ ∈ L} 
4:  Ωₘₐₓ₁ ← Ωₘₐₓ₁ ∪ {Sᵐₖₗ:  k = [2ᵐ⁻ᵐk], ℓ = [2ᵐ⁻ᵐℓ], m₀ ≤ m < m} 
5: for all (m, k, ℓ) ∈ B₁ do 
6:  Ωₘₐₓ₀ ← Ωₘₐₓ₀ ∪ {Sᵐₖₗ:  k ∈ K, ℓ ∈ L} 
7:  Ωₘₐₓ₁ ← Ωₘₐₓ₁ ∪ {Sᵐₖₗ:  m ≥ max(m₀, m₁)} 
8: Ωₘₐₓ(n) ← Ωₘₐₓ₀(n - 1) ∪ Ωₘₐₓ₁ \ Ωₘₐₓ₀ 

Fig. 6. Pseudo-code for the procedure MOD-MR-GRAPH.

Δₓ = -1 if the vehicle moves one cell to the left, and Δₓ = 0 otherwise. From (8), it may be shown [30] that 

\[ [2^m x(\bar{j}_{n+1})] = [(2^m x(\bar{j}_n)) + 2^m \Delta_x + r^m], \]  

where \( r^m \) := 2^m ((2^m x(\bar{j}_n)) + 1/2) - [2^m x(\bar{j}_n)]. Similarly, 

\[ [2^m y(\bar{j}_n)] = [(2^m y(\bar{j}_{n-1})) + 2^m \Delta_y + r^m], \] 

where \( r^m \) := 2^m ((2^m y(\bar{j}_n)) + 1/2) - [2^m y(\bar{j}_n)]. The elements of the sets \( B₀ \) and \( B₁ \) are then determined from (9)-(10) as follows. We first define the scalars \( δ_x \) and \( δ_y \) by 

\[ δ_x := \begin{cases} 1, & 0 > 2^m \Delta_x + r^m, \\ 0, & 0 ≤ 2^m \Delta_x + r^m < 1, \end{cases} \] 

and, for \( p \in \{-1, 1\} \), we define the sets \( B^m_p \) and \( B^m_x \) by 

\[ B^m_p := \{(m, k, ℓ): k = [2^m x(\bar{j}_{n+1})] + pℓ, \] 
\[ \quad [2^m y(\bar{j}_n)] - g(m) ≤ ℓ ≤ [2^m y(\bar{j}_{n+1})] + g(m), \} \] 

\[ B^m_y := \{(m, k, ℓ): ℓ = [2^m y(\bar{j}_{n+1})] + pℓ, \] 
\[ \quad [2^m x(\bar{j}_n)] - g(m) ≤ k ≤ [2^m x(\bar{j}_{n+1})] + g(m), \} \] 

Then the sets \( B₀ \) and \( B₁ \) are given by the following equation: 

\[ B_p = \bigcup_{α \in \{x, y\}} \bigcup_{m₀ ≤ m < m₀} B^m_p, \quad p \in \{-1, 1\}. \] 

The advantage of computing \( A(n) \) using the modified procedure MOD-MR-APPROX described in Fig. 6 instead of the procedure MR-APPROX, is that the sets \( B₀ \) and \( B₁ \) have significantly fewer elements than \( A(n) \). More precisely, the number of elements in the set \( A(n) \) is \( O(\bar{q}^2) \), whereas the numbers of elements in the sets \( B₀ \) and \( B₁ \) are both \( O(\bar{q}) \), where \( \bar{q} := \max_{α \in \{x, y\}} g(\bar{q}). \) 

Figures 7(a) and 7(b) show data that confirm the preceding observations: these figures show the ratio of the execution time required by the combination of the procedures MR-APPROX and MR-GRAPH to the execution time required by the combination of the procedures MOD-MR-APPROX and MOD-MR-GRAPH for computing the graph \( G(n) \). The data shown in 

Fig. 7. Sample data illustrating benefits of incremental updates to \( A \) and \( G \).

Figs. 7(a) and 7(b) are averages computed over 30 simulations. As it is evident from these results, the multi-resolution path planning algorithm with the modified procedures of construction of \( A(n) \) and \( G(n) \) executes up to 10 times faster than that with the original procedures.

IV. MULTI-RESOLUTION H-COST MOTION PLANNING

It has been noted in several previous works [34]–[36], including ours [28], that single-edge transition costs in cell decomposition graphs cannot capture adequately the vehicle’s kinematic and dynamic constraints. In light of this observation, we introduced in [28] a motion planning approach based on assigning costs to multiple edge transitions (called histories) in cell decomposition graphs.

Consider the multi-resolution cell decomposition graph \( G = (V, E) \) at any iteration of the path planning algorithm previously discussed. To formalize the concept of cell histories, we define, for every integer \( H ≥ 0 \), the set 

\[ V_H := \{ (j₀, ..., j_H): (j₀, j₁) ∈ E, k = 1, ..., H, \] 
\[ j_k ≠ j_l, \quad \text{for } k, ℓ ∈ \{0, ..., H\}, \quad \text{with } k ≠ ℓ \}. \]

An element of \( V_{H+1} \) is called an \( H \)-history. Let \( I \) be the \( k \)-th element of this \( (H + 1) \)-tuple, and by \( I⁺ \) denote the tuple \( (I⁺_{k⁺}, I⁺_{k⁺+1}, ..., I⁺_H) \). We associate with each \( H \) a non-negative cost function \( g_H: V_{H+1} → R_+ \) and state a shortest path problem with transition costs defined on histories as follows.

**Problem 1 (H-Cost Shortest Path Problem).** Let \( H ≥ 0 \), and let \( i₀, i₁ ∈ V \) be initial and goal vertices such that any admissible path in \( G \) contains at least \( H + 1 \) vertices. The H-cost of an admissible path \( π = (j₀, ..., j_H) \) in \( G \) is defined by 

\[ J_H(π) := \sum_{k=H+1}^P g_H ((j_k-H-1, j_k-H, ..., j_k)). \] 

Find an admissible path \( π^* \) in the graph \( G \) such that 

\[ J_H(π^*) ≤ J_H(π) \] 

for every admissible path \( π \) in \( G \).

Problem 1 may be transformed into an equivalent standard shortest path problem on a lifted graph \( \hat{G}_H \). The vertices of \( \hat{G}_H \) are the elements of \( V_H \) and the edge set \( E_H \) of the lifted graph \( \hat{G}_H \) is the set of all ordered pairs \( (I, J) \), such that \( I, J ∈ V_H \), with \( [I] = \hat{J}_{k⁺} \) for every \( k = 2, ..., H + 1 \), and \( [I] \neq [J]_{H+1} \). For given initial and terminal vertices \( iₜ, i_G ∈ V \),

1 For the sake of clarity, we drop from the notation of the cell decomposition graph the explicit reference to the \( n \)-th iteration.
an admissible path \( P \) in \( G_H \) is a finite sequence \((j_0, \ldots, j_Q)\) of vertices (with no repetition) such that \((j_{k-1}, j_k) \in E_H\), for each \( k = 1, \ldots, Q \), with \([j_0] = i_S\), and \([j_Q]_{H+1} = i_G\). Note that every admissible path \( P = (j_0, \ldots, j_Q) \) in \( G_H \) corresponds uniquely to an admissible path \( \pi = (j_0, \ldots, j_P) \) in \( G \), with \( P = Q + H \) and \([j_k]_H = j_{k+H-1} \), for each \( k = 0, 1, \ldots, Q - 1 \), and \([j_Q] = (j_0 - H, \ldots, j_P)\).

We introduce a non-negative cost function \( g_H : E_H \to \mathbb{R}_+ \) defined by \( g_H((I, J)) := g_H([I]_{H+1}, [J]_{H+1}) \), for every pair \((I, J) \in E_H\). It follows that Problem 1 is equivalent to the standard shortest path problem on \( G_H \), where the cost of an edge \((I, J) \in E_H \) given by \( g_H((I, J)) \). However, solving the \( H \)-cost shortest path problem by first transforming it to the standard problem is computationally intensive, because \( |G_H| \) is large and grows exponentially with \( H \).

In [30], we discuss an efficient and flexible algorithm for solving the \( H \)-cost shortest path problem, as well as a motion planning framework that incorporates vehicle kinematic and dynamic constraints by obtaining \( H \)-costs from a local trajectory generation algorithm called the tile motion planner (TILEPLAN). A precise statement of the tile motion planning problem and its solution based on model predictive control are available in [30]. Briefly, we specify TILEPLAN as an algorithm that takes as the input a sequence of cells and an initial state, and returns as the output a control input (if it exists) that enables the vehicle’s traversal through the given sequence of cells from the given initial state.

The overall motion planner searches for \( H \)-cost shortest paths in the multi-resolution cell decomposition graphs described in Section III. However, it is unnecessary and computationally expensive to consider history-based transition costs on the entire multi-resolution cell decomposition graph due to the following reasons: (a) large cells in \( \Omega^{mr} \) correspond to coarse information about the environment in the regions associated with those cells, and hence trajectories passing through large cells will be refined and/or replanned in future iterations, and (b) curvature-constrained paths are guaranteed to exist [37] in rectangular channels wider than a certain threshold width (compared to the upper bound on curvature).

In light of the preceding observations, and in keeping with the multi-resolution idea of using high-accuracy information only locally, the proposed motion planner searches for \( H \)-cost shortest paths on a “partially” lifted graph, such that the vehicle dynamical constraints are considered (via history-based transition costs) only locally. To state precisely this notion of a “partially” lifted graph, we define, for each \( J = (j_0, \ldots, j_H) \in V_H \), and each \( L \in \{1, \ldots, H - 1\} \), the projection \( P_L(J) \) of \( J \) onto \( V_L \), by \( P_L(J) := (j_0, \ldots, j_L) \in V_L \). For each \( L \in \{1, \ldots, H\} \), we define the set \( U_L \subseteq V_L \) by

\[
U_L := \{(j_0, \ldots, j_L) \in V_L : \text{size}(\text{cell}(j_L)) < \tilde{d}\},
\]

where \( \tilde{d} \) is pre-specified, and \( \text{size}(\text{cell}(j_L)) \) denotes the size of the cell that corresponds to the vertex \( j_L \) in the multi-resolution cell decomposition graph. By (14), the set \( U_L \) consists of \((L + 1)\)-tuples of vertices in the cell decomposition graph such that the sizes of the first \( L \) cells in each \((L + 1)\)-tuple are strictly lower than \( \tilde{d} \), whereas the size of the \((L + 1)\)th cell is at most \( \tilde{d} \). This definition alludes to the previously stated notion of including in the “partially” lifted graph only the cells small enough for the curvature constraints to be significant.

The “partially” lifted graph \( \tilde{G}_H = (\tilde{V}_H, \tilde{E}_H) \) is then defined by

\[
\tilde{V}_H := \bigcup_{L=1}^H U_L \setminus P_L(U_H), \quad \tilde{E}_H := \bigcup_{L=1}^H \{(I, J) : I \in U_L, J \in U_{L-1}, |I|^L = J\}.
\]

The overall motion planner then operates as follows. At each iteration, a multi-resolution cell decomposition is first constructed. The cells in this decomposition may be categorized into two classes: cells with sizes at most \( \tilde{d} \), and cells with sizes greater than \( \tilde{d} \). We define boundary cells as the cells of sizes at most \( \tilde{d} \) that have at least one neighboring cell in each of the two previously defined classes (see Fig. 17(a)). A multiple-source, single-goal implementation of the \( A^* \) algorithm may be used to determine the costs of optimal paths in the multi-resolution cell decomposition graph from the vertices associated with each of the boundary cells to the goal vertex. These costs are then used as terminal penalty costs in the execution of the \( H \)-cost path planner on the “partially” lifted graph previously discussed. This \( H \)-cost path planner returns a sequence of cells from the current location to one of the boundary cells, along with an admissible vehicle control input that enables the traversal of this sequence of cells. The vehicle state is advanced by traversing one cell using this control input, and the process is repeated until the vehicle reaches the goal.

The pseudo-code for the overall motion planner is provided in Fig. 8. Note that Line 7 of Fig. 8 involves local trajectory generation (TILEPLAN) for the particular vehicle dynamical model considered. We refer the reader to [28] for further details on finding the shortest path in the lifted graph in conjunction with TILEPLAN.
V. Simulation Results and Discussion

In this section, we present numerical simulation results of implementations of the proposed multi-resolution path- and motion planning schemes. All of these simulations were implemented in the MATLAB® environment, on a computer with an Intel® Core™ i5-2410M 2.3 GHz CPU and 4 GB RAM.

A. Completeness of the path planning algorithm

First, we focus on the path planning algorithm, which does not consider vehicle dynamics. Figures 9 and 10 illustrate a simulation example demonstrating the capability of the multi-resolution path planning scheme to recover from a cul-de-sac. This simulation “illustrates” the path planner’s completeness.

As shown in Fig. 9(a), we designed the shape of the obstacle and the location of the goal to lead the multi-resolution path planning algorithm into the cul-de-sac in the “central” region of the obstacle, whereas the goal can only be reached from the “top” region of the obstacle. Figure 10 illustrates some intermediate iterations in the execution of the multi-resolution path planning algorithm on this environment. Specifically, the algorithm leads the vehicle into the cul-de-sac but in later iterations, it successfully recovers and finds a path to the goal.

B. Optimality of the path planning scheme

Whereas we can guarantee the algorithm’s capability of finding a feasible path whenever such a path exists, we do not yet have theoretical results on the optimality of the resultant path. Here, we present numerical simulation results concerning the optimality of paths resulting from the multi-resolution path planning algorithm.

We compared the cost of the resultant paths with the cost of an optimal path found by executing the A* algorithm on the finest level decomposition graph $\mathcal{G}$. For these comparative simulations, we chose an environment represented by the image shown in Fig. 2(a), with three different “window” functions, as described in Table I. The window $\varphi_1$ retains very few significant detail coefficients and results in a multi-resolution cell decomposition with high fidelity representation of the environment in a very small neighborhood of the vehicle’s location, whereas the windows $\varphi_2$ and $\varphi_3$ result in decompositions with progressively larger neighborhoods of high-fidelity representations. We scaled the environment with $D = 6, 7, 8, 9$, and for each value of $D$, we performed 30 simulations with the initial and goal cells chosen randomly for each simulation. We executed the multi-resolution path planning algorithm proposed in Section III with each window function for each simulation (a total of 120 simulations for each window function), with $m_0 = -D$.

Figure 11 shows the distribution of the number of simulated cases according to percentage sub-optimality, where the cost of a path in $\mathcal{G}$ by (6) was defined with $\lambda_1 = 1$ and $\lambda_2 = 0.1$. For all three window functions, the sub-optimality in most cases is under 20%, with window $\varphi_3$ resulting in the most cases of low sub-optimality, as intuitively expected. Overall, Fig. 11 shows that very few cases of extremely high sub-optimality occurred: these cases typically occurred when the algorithm encountered cul-de-sacs.

Figure 12 shows the distribution of the number of simulated cases according to sub-optimality for different values of the cost function parameters $\lambda_1$ and $\lambda_2$, all with the window function $\varphi_1$. From equation (6), note that $\lambda_1$ simply scales the image intensity, whereas $\lambda_2$ is a constant penalty on each edge in the path. As shown in Fig. 12, the proposed multi-resolution path planner results in paths of low sub-optimality more often for small values of $\lambda_2$. This behavior occurs due to the fact that, for each edge $(i, j) \in E(n)$, the expression (7) involves a

---

**TABLE I**

<table>
<thead>
<tr>
<th>Window Function Values</th>
<th>$m_0$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\varphi_1$</td>
<td>0</td>
</tr>
<tr>
<td>$\varphi_2$</td>
<td>1</td>
</tr>
<tr>
<td>$\varphi_3$</td>
<td>3</td>
</tr>
</tbody>
</table>

---

Note that Fig. 12 shows a large number of cases of low sub-optimality for all values of $\lambda_2$. 
worst-case estimate\(^3\) of the number of vertices of \(\tilde{G}\) in the path in \(\tilde{G}\) corresponding to the path searched in \(\tilde{G}(n)\). Furthermore, by (7), the multi-resolution path planner’s estimate of the cost of the actual path becomes progressively more conservative with increasing values of \(\lambda_2\).

C. Performance of the path planning scheme

Figure 13 shows the comparison of the (average) number of vertices in the graphs associated with the multi-resolution cell decompositions corresponding to different window functions and with the finest-level cell decomposition \(\Omega\). As expected, the window function \(\omega_5\), which has the largest neighborhood of high fidelity approximation of the environment (i.e., a large number of significant detail coefficients), results in cell decompositions with the largest number of cells among the three multi-resolution decompositions. Note, however, that the numbers of vertices in each of the three multi-resolution decompositions are of the same order of magnitude, whereas the numbers of vertices in \(\tilde{G}\) are one to three orders of magnitude greater than those in the multi-resolution cell decomposition graphs. For instance, with \(D = 9\), the number of vertices in \(\tilde{G}\) was 262,144, whereas the average number of vertices was only 561 for the multi-resolution cell decomposition with window \(\omega_1\). In this context, one may recall that the time complexity of the execution on a sparse graph \(G = (V, E)\) of Dijkstra’s algorithm and the A\(^*\) algorithm is \(O(|V| \log |V|)\), whereas the memory complexity is \(O(|V|)\) [2].

\(^3\)This worst-case estimate is necessary for completeness of the path planner.

D. Comparisons with other multi-resolution path planners

In this section we present a comparison between the proposed multi-resolution motion planning scheme and some of the standard multi-resolution planners reported in the literature (e.g. [6], [10], [11]). The comparison will be based on the numbers of vertices and edges of the resulting graph, as the main objective of all multi-resolution planners is to provide graph representations of the environment with low complexity. These graphs are then searched using standard algorithms such as the A\(^*\) algorithm. This allows a fair comparison of the available multi-resolution motion cell decompositions, as the particular search algorithms of the resulting graph are the same across all such schemes.

The multi-resolution approximations of the environment reported in the literature belong to either of the following two broad classes: those governed primarily by the environment map, and those governed primarily by the vehicle’s location in the environment. The former ones (such as those based on quadtree decompositions [4]) ensure that the resulting path will be entirely obstacle-free, but they tend to create larger graphs. The latter methods (e.g. [6]) result in smaller graphs, but obstacle-free cells are ensured only in the immediate vicinity of the vehicle’s location, and replanning of paths is necessary as the vehicle moves through the environment. The main disadvantage of multi-resolution planners that use such vehicle location-dependent decompositions is that they are prone to a lack of completeness. The proposed approach in this paper belongs to the second class of planners, but we provide a guarantee of its completeness.

Table II provides a qualitative comparison between the proposed work and the various multi-resolution motion planning schemes reported in the literature.

To illustrate quantitatively our claim (echoed also in [6]) that environment-dependent cell decompositions usually consist of significantly more cells than vehicle location-dependent cell decompositions, we chose three environment maps: a terrain-like environment similar to Fig. 2(a), an environment consisting of a small number of large obstacles, and an environment consisting of a large number of small obstacles (see Fig. 14). We used the basic quadtree decomposition described in [4] as the basic example of an environment-dependent multi-resolution cell decomposition. Figure 15 shows a comparison of the number of vertices in the cell decomposition graphs arising from this quadtree decomposition, using different...
the completeness of the overall path planning scheme is not guaranteed a priori, even though the graph search algorithm used at each iteration may be complete. Specifically, the path planner can get trapped in loops, where it visits a certain sequence of cells ad infinitum.

In addition to showing completeness, the most significant difference of our work compared to other similar works on multi-resolution path planning in the literature is the systematic incorporation of vehicle kinematic/dynamic constraints in path planning. In particular, we note in the third column of Table II that most of the other works do not address vehicle kinematic/dynamic constraints. Reference [8] discusses a receding horizon scheme for incorporating vehicle dynamical constraints, but this scheme is disconnected from the high-level discrete path planner. Consequently, there is no consistency between the two levels of planning (i.e., a guarantee that the path found by the high-level planner can be feasibly traversed by the vehicle). This issue is addressed in this paper via the $H$-cost motion planning approach discussed in Section IV. In [28], we have also provided extensive comparative analysis establishing the superiority of the $H$-cost approach using uniform cell decompositions over state-of-the-art randomized sampling-based algorithms.

### E. Multi-resolution motion planning example

To illustrate a typical application of the overall multi-resolution motion planning scheme that incorporates the vehicle dynamic constraints, we consider the problem of navigating an aircraft amongst a topographic relief of varying elevation. The equations of motion and the implementation of a local trajectory generation algorithm for this vehicle are described in detail in [30].

Figure 16 shows the result of the numerical simulation of the proposed motion planner for the aircraft navigational model. The aircraft speed was assumed to be constant, and the control input is the heading angle, which is controlled by the bank angle. To show the flexibility of the algorithm in incorporating dynamic constraints, an asymmetric bound on the bank angle control input was assumed (say, owing to an aileron failure [38]) as follows: $\phi_{\text{min}} = -45^\circ$ and $\phi_{\text{max}} = 20^\circ$. The objective was to minimize a cost defined on the environment (indicated by regions of different intensities in Fig. 16, where the darker regions correspond to higher costs).

---

**TABLE II**

Comparisons between various multi-resolution motion planners.

<table>
<thead>
<tr>
<th>Decomposition depends on</th>
<th>Completeness</th>
<th>Dynamical constraints</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ref. [4] Environment map</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>Ref. [5] Environment map</td>
<td>Yes$^a$</td>
<td>No</td>
</tr>
<tr>
<td>Ref. [10] Environment map</td>
<td>Yes$^a$</td>
<td>No</td>
</tr>
<tr>
<td>Ref. [7] Environment map</td>
<td>Yes$^a$</td>
<td>No</td>
</tr>
<tr>
<td>Ref. [6] Vehicle location</td>
<td>No$^a$</td>
<td>No</td>
</tr>
<tr>
<td>Ref. [9] Vehicle location</td>
<td>No$^a$</td>
<td>No</td>
</tr>
<tr>
<td>Ref. [8] Environment map and vehicle location</td>
<td>No$^a$</td>
<td>Yes$^b$</td>
</tr>
<tr>
<td>Ref. [11] Vehicle location</td>
<td>No$^a$</td>
<td>Yes</td>
</tr>
<tr>
<td>Proposed</td>
<td>Vehicle location</td>
<td>Yes</td>
</tr>
</tbody>
</table>

$^a$ Not addressed.

$^b$ Dynamical constraints addressed separately from high-level path planning.
replacements

chosen by the
indicate the optimal path to the goal from the boundary cell
channel of cells in black is the result of executing A* algorithm (without
model. The blue curve corresponds to the resultant state trajectory, while the
sequence are the results of the
-outlined in blue and the blue-colored curve within this cell
with the boundary cells indicated in red. The sequence of cells
in Fig. 17(b) indicates the geometric path traversed by the
vehicle in previous iterations.

VI. CONCLUSIONS

In this paper, we introduced a multi-resolution path- and
motion planning scheme that considers accurate models of
the environment and the vehicle dynamics only for local
planning, and considers coarse models for global planning.
The proposed path planner uses cell decompositions obtained
from multi-resolution wavelet processing of the environment
map. Specifically, we introduced a scheme that encodes in the
DWT coefficients of the environment map all the necessary
information about these cell decompositions. We provided a
method for fast, incremental updates to these cell decomposi-
tions in accordance with changes in the vehicle’s location.

We proved rigorously the completeness of the proposed
path planning scheme, where such proofs of completeness
have so far been absent in the literature related to dynamic
multi-resolution path planning. Furthermore, we provided nu-
merical simulation data demonstrating that the proposed path
planner results in near-optimal paths in a large majority of
the simulated cases. Finally, we proposed a method, based on
the H-cost approach, for incorporating vehicle kinematic and
dynamic constraints for planning the vehicle’s motion in its
immediate vicinity.

Future work includes generalizations of the proposed multi-
resolution path planning scheme to allow a dynamic “window,”
and the incorporation of a D* like update of the multi-
resolution environment map based on newly acquired informa-
tion. The generalization of the wavelet-based cell decomposi-
tion algorithm for wavelet families other than the Haar family
will also be beneficial, especially when the environment map
is processed and encoded using other wavelets.
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APPENDIX A

We provide a series of technical results, concerning the
algorithm in Fig. 5, that are needed for the proof of Proposi-
tion 1. To this end, we associate with each path \( \pi_n(j_n, i_G, n) \) in \( \mathcal{G}(n) \) the set \( \mathcal{W}(\pi_n) \) defined by

\[
\mathcal{W}(\pi_n) := \bigcup_{p=0}^{P(n)} W(i_p, V(n)).
\]

The algorithm is said to meet a setback at iteration \( n \) if there
exists no obstacle-free path \( \pi_n(j_n, i_G, n) \) in \( \mathcal{G}(n) \) satisfying
\( \mathcal{W}(\pi_n) \subseteq \mathcal{W}(\pi_{n-1}). \)

Proposition 2. Let \( \bar{j} \in \bar{V} \), and \( \mathcal{A} = MR\text{-}\text{APPROX}(\bar{j}) \). Let
\( \Omega^{mr} \) and \( \mathcal{G} = (V, E) \) be, respectively, the multi-resolution
cell decomposition and the topological graph associated with
\( \mathcal{A} \). If there exists an obstacle-free path in \( \mathcal{G} \) from \( \bar{j} \) to
\( \bar{i}_G \), then there exists an obstacle-free path in \( \mathcal{G} \) from \( j :=
vert(\text{cell}(j; \Omega^{mr}); \mathcal{G}) \) to \( i_G \), where \( i_G \in V \) is the unique vertex
that satisfies \( i_G \in W(i_G, V) \).
Proposition 3. Suppose that the algorithm does not meet a setback at iteration \( n \in \mathbb{N} \) of its execution, and also suppose that visited\((j_0) = 0 \). If there exists a path in the graph \( G(n) \) from the vertex \( j_0 \) to \( i_G \), then there exists an obstacle-free path \( \pi^*_0(\bar{i}_G, i_G, 0) \) in \( G(0) \) from the vertex \( i_G \) to \( i_G \), where \( i_G, 0 \in V(0) \) is the unique vertex that satisfies \( i_G \in W(i_G, 0) \). Because \( \pi^*_0 \) is obstacle-free, \( \mathcal{J}(\pi^*_0) < M \), i.e., \( \pi^*_0 \) is an obstacle-free path.

**Corollary 1.** If there exists an obstacle-free path in \( G \) from the initial vertex \( i_S \) to the goal vertex \( i_G \), then the cost of the initial path \( \pi^*_0 \) computed by the algorithm is finite.

**Proof:** By Proposition 2, if there exists an obstacle-free path in \( G \) from \( j \) to \( i_G \), then there exists an obstacle-free path \( \pi^*_0(\bar{i}_S, i_G, 0) \) in \( G(0) \) from the vertex \( i_S := \text{vert}(cell(i_G, \Omega^m)) \) to the vertex \( i_G, 0 \), where \( i_G, 0 \in V(0) \) is the unique vertex that satisfies \( i_G \in W(i_G, 0) \). Because \( \pi^*_0 \) is obstacle-free, \( \mathcal{J}(\pi^*_0) < M \), i.e., \( \pi^*_0 \) is obstacle-free.

**Proposition 4.** Let \( \bar{j} \) be an arbitrary vertex in \( V \). Then either the algorithm never visits \( \bar{j} \) or the algorithm visits \( \bar{j} \) finitely many times.

**Proof:** Suppose, for the sake of contradiction, that the algorithm visits \( \bar{j} \in V \) infinitely many times at iterations \( n_1, \ldots, n_k \) i.e., \( j_{n_1} = j_{n_2} = \ldots = j \). By Line 8, \( K_G(j_{n_1}) - K_G(j_{n_{k+1}}) > 0 \), and hence there exists \( N \in \mathbb{N} \), such that \( K_G(j_{n_{k+N}}) > M \). It follows that the algorithm terminates in at most \( n_{k+N} \) iterations, which is a contradiction.

**Proposition 5.** Let \( \pi^*_n(j_n, i_G, n) = (j_0, \ldots, j_{P(n)}) \) be the path found by the algorithm at Line 8 or Line 11 in iteration \( n \in \mathbb{N} \), and suppose there exists an obstacle-free path in \( G \) from \( j_n \) to \( i_G \) that is contained within the set \( W(\pi^*_n) \). Then the algorithm does not visit the vertex \( j_n \) at any future iteration.

**Proof:** We note that the cell corresponding to the second vertex in the path \( \pi^*_n \) is a cell at the finest resolution, and hence, \( W(j_1, V(n)) = j_{n+1} \). Then it follows due to (A.1) and due to the hypothesis that there exists an obstacle-free path \( \bar{i}_G(j_n, i_G) := (i_0, \ldots, i_{K(n)}) \) in \( G \) from \( j_n \) to \( i_G \) such that \( i_1 = j_{n+1} \). Thus, there exists an obstacle-free path in \( G \) from \( j_{n+1} \) to \( i_G \) in particular, \( (i_1, \ldots, i_{K(n)}) \) is such a path. Then it follows by Proposition 2 that the algorithm does not execute Line 18 at iteration \( n + 1 \).

By the preceding arguments, the following statement is true: if there exists an obstacle-free path in \( G \) from \( j_{n+k} \) to \( i_G \) contained within \( \pi^*_n \), then the algorithm does not execute Line 18 at iteration \( n + k + 1 \).

Now suppose, for the sake of contradiction, that there exists \( \ell > 1 \) such that the algorithm visits vertex \( j_{n+\ell} \) again at iteration \( n + \ell, i.e., j_{n+\ell} = j_{n+\ell+1} \) and \( j_{n+\ell+1} = j_{n+\ell+2} \). Then there exists \( m < \ell \) such that for each \( k = m, m + 1, \ldots, \ell \), the algorithm executes Line 18 at iteration \( n + k \), i.e. \( j_{n+k+1} = j_{n+k+2} \). Due to the statement in the preceding paragraph, it follows that either there exists no obstacle-free path in \( G \) from \( j_{n+k} \) to \( i_G \), or the second vertex of every obstacle-free path in \( G \) from \( j_{n+k} \) to \( i_G \) is \( b(j_{n+k}) \). However, neither of these hold true for \( k = \ell - 1 \), because we showed earlier that \( (i_1, \ldots, i_{K(n)}) \) is an obstacle-free path in \( G \) from \( j_{n+1} \) to \( i_G \) and this path does not contain \( j_n \). Thus we arrive at a contradiction, and it follows that there exists no \( \ell > 1 \) such that \( j_{n+i} = j_{n+i+1} \), i.e., the algorithm does not visit \( j_n \) at any future iteration.

**Proof of Proposition 1:** Note that because the set of vertices in \( V \) is finite, it follows by Proposition 4 that the algorithm terminates after a finite number of iterations.

To show completeness, first suppose that there exists an obstacle-free path in \( G \) from \( i_S \) to \( i_G \).

Suppose first that the algorithm never visits any vertex in \( V \) more than once, and that the algorithm does not meet any setbacks. By Proposition 3, \( K_G(j_{n-1}) - K_G(j_n) > \lambda_2 \), and the sequence \( K_G(j_n) \) decreases strictly monotonically. Since \( K_G(j_n) \geq 0 \) for each \( n \in \mathbb{N} \), and \( K_G(j_1) \) is finite (by Corollary 1), there exists \( Q \in \mathbb{N} \), such that \( K_G(j_n) = 0 \), for each \( n \geq Q \). It follows from Line 22 of Fig. 5 that the algorithm terminates after \( Q \) iterations, and since \( K_G(j_Q) = 0 \),
the algorithm visits the goal \( \tilde{G} \) at iteration \( Q \).

Next, suppose that the algorithm visits some vertices in \( \tilde{V} \) multiple times and that the algorithm never meets any setbacks. Note that the number of multiply visited vertices is finite because the algorithm terminates after a finite number of iterations. Then either of the following statements hold: (a) the algorithm terminates at iteration \( Q \in \mathbb{N} \), such that \( \tilde{j}_Q \) is a multiply visited vertex, or (b) there exists \( Q \in \mathbb{N} \) such that for each \( n = Q + 1, Q + 2, \ldots \), the vertex \( \tilde{j}_n \) is visited exactly once by the algorithm. If Statement (a) holds, then \( \tilde{j}_Q \neq \tilde{G} \), due to Lines 3 and 22 of Fig. 5, which, in turn, implies that the algorithm reports failure in Line 16 of Fig. 5. It follows by Line 15 that \( \tilde{j}_Q = i_S \). Then, by Proposition 2 and Proposition 5 in the Appendix, there exists no admissible path in \( \tilde{G} \) from \( i_S \) to \( \tilde{G} \), which is a contradiction. On the other hand, if Statement (b) holds, then by the monotonicity arguments in the preceding paragraph, the algorithm visits the goal after a finite number of iterations after iteration \( Q \).

Next, suppose that the algorithm never visits any vertex in \( \tilde{V} \) more than once, and suppose that the algorithm meets some setbacks. The number of setbacks met by the algorithm is finite because the algorithm terminates in a finite number of iterations. Then either of the following statements hold: (c) the algorithm terminates at iteration \( Q \in \mathbb{N} \) such that the algorithm meets a setback at iteration \( Q \) or (d) there exists \( Q \in \mathbb{N} \) such that for each \( n = Q + 1, Q + 2, \ldots \), such that the algorithm does not meet any setbacks after iteration \( Q \). Statement (c) leads to the same contradiction that follows Statement (a), whereas Statement (d) leads to the same conclusion that follows Statement (b).

Next, suppose that the algorithm visits some vertices multiple times and that algorithm meets some setbacks. We may combine the arguments in the preceding two paragraphs to conclude that either the algorithm visits the goal after a finite number of iterations, or (by contradiction) that there exists no obstacle-free path in \( \tilde{G} \) from \( i_S \) to \( \tilde{G} \).

Finally, suppose that there exists no obstacle-free path in the graph \( \tilde{G} \) from the initial vertex \( i_S \) to the goal vertex \( \tilde{G} \). The set of vertices \( \tilde{V} \) is finite, hence it follows by Proposition 4 that the algorithm terminates after a finite number of iterations. Suppose, on the contrary, that the algorithm erroneously finds a path \( \tilde{π} \) from the initial vertex \( i_S \) to the goal vertex \( \tilde{G} \). Then \( \tilde{J}(\tilde{π}) > M \), since \( \tilde{π} \) is not obstacle-free. It follows by Line 24 of Fig. 5 that \( \tilde{J}(\tilde{π}) > M \) at some intermediate iteration of the algorithm. However, by Line 3 of Fig. 5, the algorithm terminates whenever \( \tilde{J}(\tilde{π}) > M \), thus leading to a contradiction. Thus, the algorithm does not erroneously find a path from \( i_S \) to \( \tilde{G} \) if no obstacle-free path exists, and by Line 26 of Fig. 5, it reports failure in this case.

\section*{APPENDIX B}

\textbf{Multi-resolution analysis of a scalar function of one variable is the construction of a hierarchy of functional approximations by projecting the function onto a sequence of nested linear spaces. The DWT provides a framework for such multi-resolution analysis (MRA) of a function. In this framework, the sequence of nested linear spaces is generated by translated and scaled versions of two scalar functions \( φ \) and \( ψ \) of unit energy, called the \textit{scaling function} and \textit{mother wavelet} respectively, which satisfy the so-called \textit{orthogonality and dilation equations} (cf. [13]). For each \( m, k \in \mathbb{Z} \), we define scalar functions \( \phi_{m,k} \) and \( ψ_{m,k} \) by \( \phi_{m,k}(t) := \sqrt{2^m}φ(2^m t − k) \), and \( ψ_{m,k}(t) := \sqrt{2^m}ψ(2^m t − k) \). The \textit{discrete wavelet transform} of a scalar function \( f \in L^2(\mathbb{R}) \) is defined by \( a_{m,k} := \langle \phi_{m,k}(t), f(t) \rangle \), and \( d_{m,k} := \langle ψ_{m,k}(t), f(t) \rangle \), where \( m_0 \in \mathbb{Z} \). The 1-D reconstruction equation is

\[ f(t) = \sum_{k=-\infty}^{\infty} a_{m,k} \phi_{m,k}(t) + \sum_{m=m_0}^{\infty} \sum_{k=-\infty}^{\infty} d_{m,k} ψ_{m,k}(t). \]

The scalars \( a_{m,k} \) and \( d_{m,k} \) are known as \textit{approximation} and \textit{detail} coefficients respectively.

For the 2-D extension of the 1-D DWT, a scaling function is defined by \( \Phi_{m,k,\ell}(x,y) := \phi_{m,k}(x,\phi_{m,\ell}(y)) \), and three wavelets \( \Psi_{m,k,\ell} \) are similarly defined by products of the 1-D scaling function and wavelet. The 2-D \textit{dwt} coefficients of a scalar function \( F \in L^2(\mathbb{R}^2) \) are

\[ a_{m,k,\ell} := \langle \Phi_{m,k,\ell}(x,y), F(x,y) \rangle, \quad \text{and} \quad d_{m,k,\ell} := \langle \Psi_{m,k,\ell}(x,y), F(x,y) \rangle, \quad \text{for} \quad i = 1, 2, 3, \quad k, \ell \in \mathbb{Z}, \quad \text{and} \quad m \geq m_0 \in \mathbb{Z}. \]

The corresponding 2-D reconstruction equation is defined analogous to the 1-D case.

An example of a pair of scaling function and wavelet is the Haar family [12]. For the 1-D Haar family, the functions \( \phi_{m,k} \) and \( ψ_{m,k} \) are compactly supported over the interval \( I_m,k := [2^{-m}k, 2^{-m}(k + 1)] \), and by consequence, the functions \( \Phi_{m,k,\ell} \) and \( \Psi_{m,k,\ell} \) are compactly supported over

\[ S_{m,k,\ell} := I_{m,k} \times I_{m,\ell}, \quad \text{(B.2)} \]

which is a square of size \( 2^{-m} \), for \( k, \ell \in \mathbb{Z} \).
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