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The final product should be able to reliably transfer written shorthand to digital text.

How can we reduce the time it takes digitally transcribe information?
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Table 1. Comparison of Models Across Shorthands
This Table compares the Digital Shorthand Key, Gregg, and
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Table 2. Comparison of Average RGB and Stroke Count (Speed Score)
Dividing these two qualities for each experimental groups its own speed
score, representative of Information Density
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Figure 2. Ranges of Information Density Between Groups
This number line shows where the Information Density of each
group (3 standard deviations) lies.




