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Sample Solutions
LINEAR ALGEBRA ASSIGNMENT 3

1.) For each of the following functions f from R" to R™, show that f is not a linear
transformation. Be specific! Give explicit vectors and constants (if necessary) which show a
part of the definition which fails for this particular function f.

(a) f:R — Rvia f(z) = —b.

SoLuTION: Take u =1 and v = 2. Then u+ v = 3. We compute f(u) = —5,
f(v)==5and f(u+v) = —5. Since

flat+v)=—=5%-10= f(u) + f(v),

we see that f is not a linear transformation.

(b) f:R — R via f(z) = \/|z].

SoLuTION: Take u =9 and v = 16. Then u + v = 25. We compute f(u) = 3,
f(v) =4 and f(u+v)=>5. Since

flutv)=5#7=f(a)+ f(v),
we see that f is not a linear transformation.
(c) f:R? = R via f(x) = ||x]| (Iength of vector x).

SOLUTION: Take u = {(1)] and v = {(1)] Then u+v = { 1 ] We compute
f(u) =1, f(v) =1 and f(u+v) = V2. Since
flutv)=v2#2=f(u)+ f(v),

we see that f is not a linear transformation.

(d) f:R* = R?via f(x,y,2) = 2x +y + 2, 2y2).



[ 0 1
andv= |0 |. Thenu+v= |1 [. Wecompute
1 1

1 and‘fﬁl%—v)::[ f}. Since

SOLUTION: Take u =

1T
S = O

s =| 1] #] o] = s

we see that f is not a linear transformation.

(e) f:R* - R?via f(z,y) = (z+ 1,y + 1).

SoruTION: Take u = (0,0) and v = (0,0). Then u+ v = (0,0). We compute
f(u) = f(v) = f(u+v) =(1,1). Since

flau+v)=(1,1) #(2,2) = f(0) + f(v),

we see that f is not a linear transformation.

2.) For each of the following linear transformations give the standard matrix for 7"
(a) T:R* = R? (z,y) — (v +2y,y).

SOLUTION: Apply T to e; and e; to get
1 2
T(el):|:0:|, T(eg):|:1:|

Then the standard matrix is

(b) T:R3 - R via T(x,y,2) = 3z — 2y + z.
SOLUTION: Apply T to e;, e; and e3 to get
T(er) =[3],  T(ex) =[-2],  T(es)=][1].

Then the standard matrix is

A=[T(e)) T(es) Tles))=[3 -2 1].



(c) T : R* — R? via a clockwise rotation of 135° about the origin.
SOLUTION: Apply T to e; and e; to get

V2

Then the standard matrix is

A= re) T = [ T} L]

(d) T : R® — R3 via reflection across the plane x = z (i.e., (2,9, 2) — (2,9, 2)).

SOLUTION: Apply T to ey, e; and e3 to get

0 0 1
T(el) = 0 ) T(eQ) = 1 ) T(e?)) = 0
1 0 0

(e) T : R? — R3 viarotation by 30° (clockwise, when viewed from vantage point (0,0, 10))
about the x3-axis.

SOLUTION: Apply T to ey, e; and e3 to get

3 % :
Tle)=| -3, Tl)=|% |, Tles)=]0
0 0 1

Then the standard matrix is

Vv3/2  1/2 0
A=[T(e1) T(ex) T(es)=| —1/2 V3/2 0
0 0 1

3.) #24 on p8l.



SoLuTION: We must show that 7'(x) = 0 for any vector x in R™. Okay, so let
x be arbitrarily chosen. Since vy,...,v, span R"”, we know we can find scalars
c1,.- .., Cp satisfying the vector equation

X = C1V] + CoVy + - + CpVy,.
Let’s apply the transfomation 7" to both sides of this equation:
T(x) =T (c1vi + caVva + - +¢pVp) -

Since T is a linear transformation, we can split up the right-hand side (see Eqn
(5) on p77):
T(x) =T (v1)+ T (va) + -+ ¢, T (vyp).

Since each v; satisfies T'(v;) = 0, this becomes
T(x) =104+ 0+ -+ ¢,0,
or, simply,
T(x)=0

which is exactly what we wanted.

4.) Prove that the composition of two linear transformations is also a linear transformation:
IfT:R" — R™ and S : R™ — RP are two linear transformations, then their composition

SoT :R" — RP

1$ a linear transformation.

SOLUTION: We must show that S o T" satisfies the two key properties of a linear
transformation. Let u and v be any vectors in R". Then

(SoT)(u+v) = S(T(u+v)) (Defn SoT)
= S(T(u)+T(v)) (T is a lin. trans.)
= S(T(u))+S(T(v)) (S is a lin. trans.)
= (SoT)(u)+ (SoT)(v) (Defn SoT)

Likewise, if u is any vector and c is any scalar, we have

(SoT)(cu) = S(T(cu)) (Defn SoT)
= S(cT(u)) (T is a lin. trans.)
= ¢S (T(u)) (S is a lin. trans.)
= ¢(SoT)(u) (Defn SoT)

Since these two properties hold for any u, v and ¢, we now know that SoT is a
linear transformation.



5.) Suppose T : R® — R?* is a linear transformation with the following property:

For any linearly independent vectors vy, vy and vz in R?, the images T(vy),
T(vs) and T(vs) are linearly independent in R*.

(a) Give an example of such a linear transformation. Give its standard matrix and the
reduced row echelon form of this matrix.

(b) Work out all possible shapes of the reduced row echelon form for such a matrix. Use
the symbols 0, 1, and * where % indicates an entry which may take on the value of any real
number.

SoLUTION: For part (a), we can take T'(z,y,2) = (2z,3y,4z,0), for example.
The standard matrix for 7" is

S O O
O O W o
O = O O
S O O
S O = O
O = O O

Since the reduced row echelon form has three pivots, we know that the images
of eq, es and e3 are linearly independent. More generally, if

Vi = aie; + ases + ases
Vo = blel + bgeg + b3e3
V3 = cC1€] + oo + C3€3

are any three linearly independent vectors in R3, then the matrix

aq bl C1
[Vi|volvs] = | az by ¢
as by c3

has a pivot in every column. So then it is easy to see (by scaling rows) that the

matrix
20,1 2b1 261

3@2 3b2 302
4@3 463 403
0O 0 0

[T (vi) [T (v2) [T (vs)] =

will also have a pivot in every column. So the images of these three vectors will
be linearly independent in R* as required.

For part (b), we show that the above rref is the ONLY possible rref of any
standard matrix of a linear transformation 7" with the given property. Indeed,
the vectors e;, e; and e3 are linearly independent. So the problem requires
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their images to also be independent. But these are the columns of A. So the
homogeneous linear system Ax = 0 has only the trivial solution. Therefore the
rref of A must have a pivot in every column. But in the rref, every entry above
and below a pivot must be zero. So the rref of A is exactly the matrix above: a
3 x 3 identity matrix with a row of zeros added onto the bottom.



