MOOC Dropout Prediction: How to Measure Accuracy?
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ABSTRACT
In order to obtain reliable accuracy estimates for automatic MOOC dropout predictors, it is important to train and test them in a manner consistent with how they will be used in practice. Yet most prior research on MOOC dropout prediction has measured test accuracy on the same course used for training, which can lead to overly optimistic accuracy estimates. In order to understand better how accuracy is affected by the training+testing regime, we compared the accuracy of a standard dropout prediction architecture (clickstream features + logistic regression) across 4 different training paradigms. Results suggest that (1) training and testing on the same course (“post-hoc”) can significantly overestimate accuracy. Moreover, (2) training dropout classifiers using proxy labels based on students’ persistence – which are available before a MOOC finishes – is surprisingly competitive with post-hoc training (87.33% v. 90.20% AUC averaged over 8 weeks of 40 HarvardX MOOCs) and can support real-time MOOC interventions.

INTRODUCTION
Within the fields of learning analytics and educational data mining, the possibility of creating automatic MOOC “dropout detectors” has generated considerable interest within the past few years. Such detectors could facilitate automated interventions designed to improve the persistence and performance of those MOOC learners who are at-risk of dropping out. Existing research on dropout prediction (see Table 1) has varied across several dimensions including the features (clickstream, social network measures, etc.) used for prediction as well as the machine learning classifier (logistic regression, survival analysis models, neural networks, etc.) used for training and testing.

DATASET
The analyses in this paper are based on data from 40 MOOCs from HarvardX; due to space constraints, these courses are summarized in Table 2 of [16]. The binary target labels used for training and testing were whether (1) or not (0) each student accrued enough points during the MOOC to earn a certificate. The grade threshold for certification differed across the MOOCs but is typically around 70%. Note that, starting in late 2015, some HarvardX MOOCs required students to pay a fee (to have...
Survey of Prior Research on MOOC Dropout Prediction

<table>
<thead>
<tr>
<th>Study</th>
<th>#MOOCs</th>
<th>Features</th>
<th>Architecture</th>
<th>Training paradigm</th>
</tr>
</thead>
<tbody>
<tr>
<td>Balakrishnan &amp; Coetzee [1]</td>
<td>1</td>
<td>Clickstream</td>
<td>HMM + SVM</td>
<td>Same course</td>
</tr>
<tr>
<td>Boyer &amp; Veeramachaneni [2]</td>
<td>3</td>
<td>Clickstream</td>
<td>TL + LR</td>
<td>Different offering</td>
</tr>
<tr>
<td>Coleman et al. [3]</td>
<td>1</td>
<td>Clickstream</td>
<td>LDA + LR</td>
<td>Same course</td>
</tr>
<tr>
<td>Crossley et al. [4]</td>
<td>1</td>
<td>Clickstream; NLP</td>
<td>DFA</td>
<td>Same course</td>
</tr>
<tr>
<td>Fei &amp; Yeung [5]</td>
<td>2</td>
<td>Clickstream</td>
<td>RNN</td>
<td>Same course</td>
</tr>
<tr>
<td>He et al. [7]</td>
<td>2</td>
<td>Clickstream</td>
<td>Smoothed LR</td>
<td>Different offering</td>
</tr>
<tr>
<td>Jiang et al. [8]</td>
<td>1</td>
<td>Social network; grades</td>
<td>LR</td>
<td>Same course</td>
</tr>
<tr>
<td>Kizilcec et al. [9, 6]</td>
<td>20</td>
<td>Clickstream</td>
<td>LR</td>
<td>Different course</td>
</tr>
<tr>
<td>Krott et al. [10]</td>
<td>1</td>
<td>Clickstream</td>
<td>SVM</td>
<td>Same course</td>
</tr>
<tr>
<td>Koedinger et al. [11]</td>
<td>1</td>
<td>Clickstream; grades</td>
<td>LR</td>
<td>Same course</td>
</tr>
<tr>
<td>Robinson et al. [12]</td>
<td>1</td>
<td>Survey; NLP</td>
<td>LR</td>
<td>Same course</td>
</tr>
<tr>
<td>Rose et al. [13]</td>
<td>1</td>
<td>Forum; social network</td>
<td>SA</td>
<td>Same course</td>
</tr>
<tr>
<td>Stein &amp; Allione [14]</td>
<td>1</td>
<td>Clickstream; survey</td>
<td>SA</td>
<td>Same course</td>
</tr>
<tr>
<td>Taylor et al. [15]</td>
<td>1</td>
<td>Clickstream</td>
<td>LR</td>
<td>Same course</td>
</tr>
<tr>
<td>Whitehill et al. [17]</td>
<td>10</td>
<td>Clickstream</td>
<td>LR</td>
<td>Different course</td>
</tr>
<tr>
<td>Xing et al. [18]</td>
<td>1</td>
<td>Clickstream; social network</td>
<td>PCA+{BN,DT}</td>
<td>Same course</td>
</tr>
<tr>
<td>Ye &amp; Biswas [20]</td>
<td>1</td>
<td>Clickstream</td>
<td>LR</td>
<td>Same course</td>
</tr>
<tr>
<td><strong>Our work</strong></td>
<td>40</td>
<td>Clickstream</td>
<td>{LR, DNN}</td>
<td>Same course</td>
</tr>
</tbody>
</table>

Table 1. Survey of prior literature on MOOC dropout prediction. For the architecture, we use the following abbreviations: Bayesian network (BN), decision tree (DT), deep neural network (DNN), discriminant function analysis (DFA), hidden Markov model (HMM), latent Dirichlet allocation (LDA), logistic regression (LR), principal component analysis (PCA), recurrent neural network (RNN), support vector machine (SVM), survival analysis (SA), and transfer learning (TL). Architecture \(a + b\) means methods \(a\) and \(b\) were used in conjunction; \(\{a, b\}\) means that \(a\) or \(b\) were used as alternatives. Note that our full paper [16] describes our experiments using DNN.

their identity verified) in order to receive a certificate. For these courses, we still considered the target label for a student to be 1 as long as her/his point total exceeded the verification threshold – in other words, we ignored whether or not the student paid the fee.

**EXPERIMENTS**

We conducted experiments to compare the accuracies of different MOOC dropout predictors. All the predictors that we trained were based on clickstream features; these are computed from the clickstream log describing interaction events between the student and the MOOC courseware, e.g., answers to quiz questions, play/pause/rewind events on lecture videos, etc. When predicting at week \(w\) whether a learner will drop out, clickstream features only up until \(w\) are extracted. For the classifier, we used \(L_2\)-regularized logistic regression and optimized the regularization strength. See [16] for more details on the feature representation and classifier design.

The key independent variable that we manipulated in our experiments was the training paradigm. Specifically, for each week \(w\) of each of the 40 MOOCs, we trained one classifier for each of the following paradigms:

1. **Train on same course (post-hoc):** When predicting which students from course \(c\) will drop out, train using features and target labels from the exact same course \(c\).

   **Assumptions:** since target labels for \(c\) become available only after \(c\) has ended, this approach essentially would require either that (a) the practitioner go “back in time” to when the MOOC first started, or (b) that a new MOOC with the exact same distribution of students (demographics, prior knowledge, etc.) and with the exact same content and structure is offered in the future, and that no exogenous factors cause students to behave differently during the later incarnation of the course.

2. **Train on other course from same field:** When predicting which students from course \(c\) will drop out, train using features and target labels from a different course \(c’\) that has already completed, and for which the target labels are thus already available. Although it is difficult to know which prior course should be used for training, a reasonable choice is a different course from within the same discipline (social sciences, humanities, etc.). We chose to use the largest such course in order to maximize the number of data available for training.

3. **Train on many other courses:** When predicting which students will drop out, train using features and target labels from many different courses (not necessarily within the same discipline). Specifically, for each course \(c\), we trained a dropout classifier from each of the 39 other courses (recall that our dataset includes 40 MOOCs) and then averaged the classifiers’ hyperplanes together.

4. **Train using proxy labels (in-situ):** When predicting at week \(w\) which students from course \(c\) will drop out, train using proxy labels corresponding to whether each student persisted – i.e., interacted with the MOOC courseware at least once – within the previous week \(w-1\) (see Figure 1). This approach (similar to [2]) can be implemented for any MOOC. Because it does not require “seeing into the
future" to obtain target labels, it can deliver a dropout predictor that can be deployed during a live MOOC, not just after it has finished. There is, however, a mismatch between the training target labels (based on persistence) and the testing target labels (based on certification), and this mismatch may degrade performance.

Baseline Approaches
In order to gauge how much “added value” is brought by machine learning approaches to MOOC dropout prediction that utilize detailed clickstream information, we also assessed the accuracy of two simple baseline heuristics. Baseline 1 uses only demographic information – consisting of self-reported year of birth, continent of origin (Africa, North America, etc.), level of education (primary/elementary school, high/secondary school, college, etc.), and gender – to make predictions. This information is available for each student as soon as she/he registers for the course. We also compared against an even simpler Baseline 2 which requires no machine learning (and hence no training data) at all; rather, the predictor makes predictions based on the number of days since the student last interacted with the courseware. This variable alone has previously been shown to be highly predictive of dropout [17, 9].

When to Measure Accuracy
When using MOOC dropout detectors to facilitate real-time interventions, it is more useful to be able to predict early in the course, rather than later, which students will eventually drop out. Moreover, near the end of the MOOC, some students may have already accrued enough points to earn a certificate. A dropout detector that predicts that such students will not drop out is not so much “predicting” these students' future performance as it is reporting what they have already achieved; hence, accuracy statistics computed over such students may overestimate the performance of the predictor. For both these reasons, we decided to compute accuracy over all weeks of each MOOC between the course start date (which we call T0%, when instruction begins) and the earliest date by which students could possibly have earned enough points to earn a certificate (T100%).

RESULTS
Dropout prediction accuracy (AUC) for all training approaches are shown in Figure 2. The horizontal axis indexes the week in the MOOC, where week 0 is defined for each course to be T100%. (Week –3 corresponds to 3 weeks prior to T100%, etc.) Error bars show standard errors. Since the lengths of the courses varied, the accuracy statistics for each week w were computed using only those MOOCs for which data were available at week w.

The most accurate training paradigm was Train on same course (post-hoc), which is the predominant training paradigm used in the dropout prediction literature. It achieved an accuracy (averaged over all 8 weeks, and all MOOCs within each week) of 90.20%. As explained above, the assumptions made by this training paradigm are unrealistic for most intervention scenarios.

Perhaps more surprising is that the second most accurate approach was Train using proxy labels (in-situ). This approach does not require any MOOC – similar or dissimilar – to have been offered previously. Despite the inherent mismatch between the labels of persistence (did the student participate during the previous week?) and labels of certification (will the student earn enough points to earn a certificate?), this approach attained an accuracy (averaged over 40 MOOCs and 8 weeks) of 87.33%.

The third most accurate approach was Train on other course from same field, with an accuracy of 85.56%. This training paradigm attained a higher accuracy than did Train on other course from same field (76.85%), suggesting that, if it is not possible to exploit course-specific structure via either Train on same course (post-hoc) or Train using proxy labels (in-situ), then it is better to harness prior

---

**Figure 1.** Schematic representing how to train using proxy labels (in-situ): At each week w, proxy labels of whether the student persisted during week w − 1 are used to predict whether or not the student will certify or drop out by the end of the course.

**Figure 2.** Results comparing different approaches.
Comparison to Baseline Approaches: Baseline 1 achieved an average prediction accuracy of 58.85%, suggesting that only a small amount of information about dropout is contained in the demographics. Baseline 2 performed remarkably well: It attained an average dropout prediction accuracy of 82.45%, which corroborates previous findings [17, 9] that this variable is highly salient for prediction. Nonetheless, Baseline 2 was still substantially less accurate than either Train on same course (post-hoc) or Train using proxy labels (in-situ), suggesting that harnessing more detailed clickstream features does bring a substantial accuracy boost.

SUMMARY
We explored, on data from 40 HarvardX MOOCs, how MOOC dropout prediction accuracy varies as a function of the training paradigm. Results suggest that accuracy estimates obtained by training on the same course (post-hoc) as the target course for deployment – which is generally not possible in real-world intervention scenarios – can be significantly overly optimistic. In addition, we explored a new training paradigm, similar to in-situ training [2], based on the idea of proxy labels – labels that approximate the quantity of interest (dropout versus certification) but that can be collected before a course has completed. Surprisingly, the accuracy of this approach – which is suitable for live interventions in a large variety of MOOCs – is very similar to when classifiers are trained post-hoc on courses that have already finished.
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