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Softmax regression
(aka multinomial logistic
regression)



Multi-class classification

e So far we have talked about classifying only 2 classes (e.g.,
smile versus non-smile).

* This is sometimes called binary classification.

e But there are many settings in which multiple (>2) classes
exist, e.g., emotion recognition, hand-written digit recognition:
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Classification versus
regression

e Note that, even though the hand-written digit recognition
(“MNIST”) problem has classes called “0” , “17, ..., “97,
there is no sense of “distance” between the classes.

e Misclassifyinga 1 as aZ2isjust as “bad” as
misclassifyinga 1 as a 9.



Multi-class classification

e |t turns out that logistic regression can easily be extended
to support an arbitrary number (=2) of classes.

* The multi-class case is called softmax regression or
sometimes multinomial logistic regression.

* How to represent the ground-truth y and prediction y?

* |nstead of just a scalar y, we will use a vectory.



Example: 2 classes

e Suppose we have a dataset of 3 examples, where the
ground-truth class labels are O, 1, O.

e Then we would define our ground-truth vectors as:
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Y=y

 Exactly 1 coordinate of each y is 1; the others are O.
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Example: 2 classes

* The machine’s predictions y about each example’s label are
also probabilistic.

e They could consist of:
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 Each coordinate of y is a probability.



Example: 2 classes

* The machine’s predictions y about each example’s label are
also probabilistic.

e They could consist of:

(1) _ | 093
7007
- (2) _ 0.4
YT 06
-3 _ | 099
> Tl o01

e The sum of the coordinates in each y is 1.



Cross-entropy loss

* We need a loss function that can support c=2 classes.

 We will use the cross-entropy loss (aka negative log-

likelihood):
fce = ZZY )log i

1=1 k=1



Cross-entropy loss

* Note that the fiog (for logistic regression) is a special case
of fce (for softmax regression) for c=2.

e Jo see how, consider just a simple example:

1
fce = =) yilogys
k=0
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Cross-entropy loss

* Note that the fiog (for logistic regression) is a special case
of fce (for softmax regression) for c=2.

e Jo see how, consider just a simple example:

1
fce = =) yilogys
k=0

= —yilogy: —yologyo



Cross-entropy loss

* Note that the fiog (for logistic regression) is a special case
of fce (for softmax regression) for c=2.

e Jo see how, consider just a simple example:

1
fce = =) yilogys
k=0

— —V1i Og }A’l — Yo lOg }A’O
= —yilogyr — (1 —y1)log(l —y1)
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Cross-entropy loss

* Note that the fiog (for logistic regression) is a special case
of fce (for softmax regression) for c=2.

e Jo see how, consider just a simple example:
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Cross-entropy loss

* Note that the fiog (for logistic regression) is a special case
of fce (for softmax regression) for c=2.

e Jo see how, consider just a simple example:

1
fce = =) yilogys
k=0

= —yi1logy:1 —yologyo

= —yilogy:i — (1 —y1)log(l —y1)
= —ylogy — (1 —y)log(l —y)

= Jflog




Softmax activation function

* Logistic regression outputs a scalar probabilistic class label y.

* We needed just a single weight vector w, so that y = o(xTw)

e Softmax regression outputs a vector of probabilistic class
labels y containing ¢ components.

* We need c different vectors of weights w(), ..., w(),



Softmax activation function

e With softmax regression, we first compute:
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7z, = x ' wi¢



Softmax activation function

e With softmax regression, we first compute:
71 — XTW(l)

79 — XTW(Z)

7z, = x ' wi¢
e \We then normalize across all ¢ classes so that:
1. Each output yx is non-negative.

2. The sum of yxover all c classes is 1.



Normalization of the yx

1. To enforce non-negativity, we can exponential each zx:

N EXPl\Z
Yi = (2r)



Normalization of the yx

2. To enforce that the yx sum to 1, we can divide each entry
by the sum:

§p = eXp(Zk)
22/_1 eXp(Zk’)




Softmax regression diagram

e With softmax regression, we first compute:
A= x| wl)



Softmax regression diagram

e With softmax regression, we first compute:
A= x| wl)

z, = x| wi¢



Softmax regression diagram
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e \We then normalize across all ¢ classes.
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e Which class will have highest estimated probability?




lllustration

e | et m=2, c=38.
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lllustration

e | et m=2, c=38.

—1 |
o | et: X__l_

Wl _ | 729 w®@ _ | 1 w® _

- _1 - - 2 -

e Which class will have highest estimated probability?

1.5 - 592
—1 - .049




Softmax regression:
vectorization
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 We can represent each layer as a vector (X, z, y).

3
\
) - (&) &)

N\




Softmax regression:
vectorization
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* We can represent the collection of all ¢ weight
vectors w(), ...  w() as a matrix W.
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Softmax regression:
vectorizatio

w

e Let x, z be column vectors. </ 1
O 7,
e |let w=| w® ... w© | / e ;
O e :

e How can we compute the “pre-activation scores” z for all
c classes in one-fell-swoop? Choose 0 or more of:

1. 7z =x'W
2. z=x W
3. 7z = WX

4. 7z =W 'x
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Softmax regression:
vectorization

e By vectorizing, we can compute the pre-activation scores

for all n examples in one-fell-swoop as:

7 =W'X



Softmax regression:
vectorization

e By vectorizing, we can compute the pre-activation scores
for all n examples in one-fell-swoop as:

7 =W'X

e With numpy, we can call np.exp to exponentiate every
element of Z.

e \We can then use np.sum and / (element-wise division) to
compute the softmax.



Gradient descent for
softmax regression

With softmax regression, we need to conduct gradient
descent on all ¢ of the weights vectors.

As usual, let’s just consider the gradient of the cross-
entropy loss for a single example x.

We will compute the gradient w.r.t. each weight vector wg
separately (where k=1, ..., ).



Gradient descent for
softmax regression

 Gradient for each weight vector wy:

vwkaE(yvy;W) — X(S’k_yk)

* This is the same expression (for each k) as for linear
regression and logistic regression!

* We can vectorize this to compute all ¢ gradients over all n
examples...



Gradient descent for
softmax regression

e LetY and Y both be n x ¢ matrices:

yil oyl

R ¢
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Gradient descent for
softmax regression

e LetY and Y both be n x ¢ matrices:
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e Then we can compute all c gradient vectors as:

) 1 .
Vw/fce(Y,Y;W)=-X(Y -Y)

n
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Gradient descent for
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e LetY and Y both be n x ¢ matrices:
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e Then we can compute all c gradient vectors as:
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Softmax regression demo

e |et’s apply softmax regression to train a handwriting
recognition system that can recognize all 10 digits (0-9).

e \We will use the popular MNIST dataset consisting of 60K
training examples and 10K testing examples:




