HYPOTHESIS TEST GUIDE

Appendix 6-1: Hypothesis Test Guide

This appendix provides a guide to the hypothesis tests covered in the chapter.

Hypothesis Tests for Means in the C+E Model: One Population

Case 1: Known Variances
Assumptions
1. The data are Y7, Yo,...
2. Either

,Yn whereYj =p+e€j.

(a) m is large, or
b) The €; are from a N(0,02) population.
J

3. 02 is known.

Formulas
Standardized Test Statisticl: Z = X;(_?“)“
Hypotheses: | Hy: pu = Lo Hy: pu = 1o Hy: un =
Hy : p < po | Hev: p > po | Hex: p # po
p-value®: p— =P(N(0,1) <z%) [ p* = P(N(0,1) > 2*) | p£ =2min(p_,p")

o) = /2.

22* is the observed value of Z, P(N(0,1) < 2*) is the proportion of a N(0,1) population less than z*, and
P(N(0,1) > 2*) is the proportion of a N(0,1) population greater than z*.

Case 2: Unknown Variance, n Large

Assumptions 1 and 2a from Case 1 are assumed to hold. This case is treated exactly as Case 1 except that o(Y) is replaced
S2

n

by 6(Y) =
the data.

in the computation of the standardized test statistic Z, where S? is the sample variance computed from

Case 3: Unknown Variance, n Small

Assumptions
1. The data are Y7, Y2, ..
2. The ¢; are from a N(0,02) population.

., Yy where Y = p+¢;.

3. 02 is unknown.

Formulas
Standardized Test Statisticl: ¢t = Y(_?")O
Hypotheses: | Ho: p = po | Ho: w = wo| Ho: w = po
Ho @ p < po | Hev: p > po | Hax: p # o
p-value?: p_=Pltn1 <t*) | pt =Ptn_1 >t*) | p£=2min(p_,pT)

AN S2
e(Y)=4/2.
2¢* is the observed value of ¢, P(t,—1 < t*) is the proportion of a t,,—1 population less than t*,
and P(tp—1 > t*) is the proportion of a ¢,_1 population greater than t*.

Hypothesis Tests for the Proportion in the Binomial Model: One Population
Case 1: An Exact Test

Assumption
The datum is Y from a b(n, p) population.
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Formulas
Test Statistic: Y.

Hypotheses: | Ho: p = po Ho: p = po Hy: p = Po
H, : < po | He+r: p > po | Hax: p # Po
p-value!: p_ = P(b(n,po) <y*) | p7 = P(b(n,po) > y*) | pt is given by Equation (6.4)

Ly* is the observed value of Y, P(b(n,po) < y*) is the proportion of a b(n,po) population less than or equal to y*,
and P(b(n,po) > y*) is the proportion of a b(n,pg) population greater than or equal to y*.

Case 2: An Approximate Test for n Large
Assumptions
1. The datum is Y from a b(n, p) population.

2. nislarge: Y > 10 and n — Y > 10 is a good rule of thumb overall. If 0.3 < p = Y/n < 0.7, then Y > 5 and
n —Y > 5 is a good rule of thumb.

Formulas
Standardized Test Statistic: Z = Yg—(;l;o where o(Y) = /npo(1 — po).
Hypotheses: | Hy: p = po Hy: p = Do Hy: p = po
H,_: < po [He+r: p > po | Her: p # po
p-valuel: p— =P(N(0,1) <z) | p" =P(N(0,1) > 2) | p£ =2min(p_,p™)

lzp = %, 2k = %, where y* is the observed value of Y. P(N(0,1) < zf) is the

proportion of a N(0,1) population less than 2/, and P(N(0,1) > z;) is the proportion of a N(0,1) population
greater than z;;.

Hypothesis Tests for Differences in Means in the C+E Model: Two Indepen-
dent Populations

Case 1: Known Variances

Assumptions
1. The data are
Yi,1,Y1,2,...,Y1,n,, where Y1 ; = p1 + €1,5, (population 1)
Y2,1,Y2,2,...,Y2 n,, where Ya j = pa + €2 j, (population 2).
2. The two populations are independent.
3. Either
(a) m1 and ng are large, or
(b) The €;,j are from a N(0, 0'%) population, and the €3 ; are from a N(0, a%) population.
2

4. o7 and o'g are known.

Formulas
Standardized Test Statisticl: Z = @
o(Y1-Y2)
Hypotheses: | Ho: 1 —pue = 68| Ho: pur—pue = 0o | Ho: p1—pus = 6
Ho @ pi—pe < 00 | Hov: pn—p2 > o | Hox: p1—p2 # do
p-value?: p-=P(N(O,D) <) | p'=PN(0,1)>7) pE = 2min(p_,p")
— — 02 0.2
10’(Y1 7Y2)= ﬁ+—§

22* is the observed value of Z, P(N(0,1) < z*) is the proportion of a N(0,1) population less than z*, and
P(N(0,1) > z*) is the proportion of a N(0,1) population greater than z*.
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Case 2: Unknown Variances, n; and no Large
Assumptions 1, 2 and 3a are assumed to hold. This case is treated exactly as Case 1 except that o(Y1 — Y3) is replaced

_ 32 52
by 6(Y1 —Y2) = ﬁ + % in the computation of the standardized test statistic Z, where S% and Sg are the sample

variances computed from the data from populations 1 and 2 respectively.

Case 3: Variances Unknown, but Assumed to Be Equal, n; and n, Not Both Large

Assumptions

1. The data are
Y1,1,Y1,2,...,Y1,ny, where Y1 j = pu1 + €1,5, (population 1)

Y2,1,Y2,2,...,Y2 ny, where Ya j = pa + €2 5, (population 2).
2. The two populations are independent.
3. The e1,; are from a N(0, Uf) population, and the ez ; are from a N(0, a'%) population.

4. 0% and a% are unknown, but are assumed to be equal.

Formulas
Standardized Test Statisticl: ¢(P) = }/13/721‘3".
O'p(Y1*Y2)
Hypotheses: | Ho: py—pe = 0o | Ho: pr—pe = & | Ho: pr—p2 = do
Ho @ pi—pe < 60 | Hov: pi—p2 > b0 | Hax: pi—p2 # 0o
p—valuez: pb— = P(tn1+n272 < t(p)*) er = P(tn1+n272 > t(p)*) pt = Qmin(p,,er)
_ _ 1824 (s —1)S2
lop(Y1 —Y2) = 5'12, (% + 7%2), where 5'12, = %, and S% and S% are the sample variances

computed from the data from populations 1 and 2 respectively.

2¢(P)* is the observed value of t(p), P(tn,+ny—2 < t(p)*) is the proportion of a t,, 4n,—2 population less than t(p)*,
and P(tp, +ny—2 > t(p)*) is the proportion of a t5, +n,—2 population greater than t(P)*,

Case 4: Variances Unknown, and Not Assumed to Be Equal, n; and ns Not Both Large

Assumptions

1. The data are
Y1,1,Y1,2,...,Y1 ny, where Y1 ; = p1 + €1,;5, (population 1)

Y2,1,Y2,2,...,Y2 n,, where Ya j = pa + €2 j, (population 2).
2. The two populations are independent.
3. The €1,; are from a N(0,02) population, and the €2 ; are from a N(0,02) population.

4. 0'% and ag are unknown, and are not assumed to be equal.

Formulas
Standardized Test Statisticl: t(eP) = M
6(Y1-Y2)
Hypotheses: | Ho: p1—pe = oo | Ho: pa—p2 = | Ho: p1—p2 = do
Hy @ pi—pp < 6o | Hor: pu—pa > 0o | Hoxr ' pr—po # o
p-value?: p_ = P(t, < tlep)) pt = P(t, > tlap)¥) pt = 2min(p_,p™)
— _ 2 2
16(Y1—Y2) = % + i_Z’ where S1 and S2 are the sample standard deviations computed from the data from

populations 1 and 2 respectively. Under Hy, the distribution of t(*P) is approximately ¢, where the degrees of

522 s2\?

2 1 2

Sf Sg T o
(nl + no nyp—1 + no—1

freedom v is taken as the largest integer less than or equal to

2¢(ap)* is the observed value of t(@P), Pty < t(‘”’)*) is the proportion of a ¢, population less than t(®P)* and
P(t, > t(P)*) is the proportion of a ¢, population greater than ¢(aP)*.
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Hypothesis Tests for Proportions in the Binomial Model: Two Independent
Populations

Case 1: A Test of the Equality of Two Proportions

Assumptions
1. The data are Y7 from a b(n1,p1) population and Y2 from a b(n2, p2) population.

2. The two populations are independent.
3. n1 and ng are large: Y; > 10 and n; — Y; > 10, 4 = 1,2, is a good rule of thumb overall. If 0.3 < p; = Y;/n; < 0.7,
then Y; > 5and n; —Y; > 5, i = 1,2, is a good rule of thumb.

Formulas
Standardized Test Statistic!: Z = %.
G0(p1—p2)
Hypotheses: | Ho: p1—p2 = 0| Hp: pi—p2 = 0| Hyp: p1—p2 = 0
Hy, : pr—p2 < 0| Hy+: pr—py > 0| Hygyx: pr—p2 # 0
p-value?: p— = P(N(0,1) < z*) pt =P(N(0,1) > z*) pEt =2min(p_,p™)

N ~ ~ ~ ~ ~ Y7+ Y-
ot = 2) = /(1= 5) (5 + 7). where p = 222,

22* is the observed value of Z, P(N(0,1) < z*) is the proportion of a N(0,1) population less than z*, and
P(N(0,1) > z*) is the proportion of a N(0,1) population greater than z*.

Case 2: A Test of the General Difference of Two Proportions

Assumptions
1. The data are Y7 from a b(n1,p1) population and Y2 from a b(nz, p2) population.
2. The two populations are independent.

3. n1 and ng are large: a guideline is given in Case 1.

Formulas
Test Statisticl: Z = %.
Hypotheses?: | Ho: pi—p2 = 6 | Ho: pi—p2 = 00| Ho: pi—p2 = &
Hy @ pi—p2 < 0 | Hot: pr—p2 > 0o | Hax: pr—p2 # do
p-value?: p_ = P(N(0,1) < z*) pt = P(N(0,1) > z*) pt = 2min(p_,p™)

1a(5 Ay — p1(1—p1) | p2(1—P2) Ay — s
6(p1 — p2) = \/ L 1 L4 B2 "2 2., where p1 = Y1/n1 and p2 = Ya/na.
260 # 0.

32* is the observed value of Z, P(N(0,1) < 2*) is the proportion of a N(0,1) population less than z*, and
P(N(0,1) > z*) is the proportion of a N(0,1) population greater than z*.



