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ABSTRACT

Beguin et al (1980) introduced the Corner Method as a tool

for identifying the order (p,q) of an ARMA process. In addition

they derived approximate hypothesis tests, based on asymptotic

theory, to aid in the identification. We show that there are
restrictions implicit -in the use of these tests which, if vie=
lated, could yield spurious results.

INTRODUCTION

by Gray, Kelley and McIntire (1978),
Beguin, GOUIlerOUX and Monfort (1980), Woodward and Gray (1981)
Jenklns and Alav1 (1981) and Glaseby (1982), there has been a

fgreatudealgdf_;nrerest in finding simple criteria, based on sam-
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544 ‘ PETRUCCELLL AND DAVIES

ple autocorrelations, with which to identify the autoregressive
and moving average orders of an ARMA (p,q) pf@cess. )

In this note we consider some aspects of the Corner Method
criterion of Beguin et al (1980). This method is primarily ex-
ploratory, relying on recognition of a pattera—in arrays of func-
tions of sample autocorrelations. However,'these:ﬁathofs-also
developed statistical tests for such pattefngfgéséé”;h‘gsyﬁﬁtotic

- theory. These are described in Section 2. '

In Section 3 we show that there are restrictions implicit
in the use of these tests. These restrictions are not obvious
a priori and are not mentioned by Beguin et al (1980). However,
by violating these restrictions the user of these tests runs a

high risk of obtaining spurious results.

2. STATISTICAL TESTS FOR PATTERNS IN CORNER METHOD ARRAYS

We assume the stochastic process {Xt: teZ} follows. the

ARMA(p,q) model (Box and Jenkins, 1976)

¢(B)Xt = e(B)at (2.1)
A where
P -
o(B) =1- ] o8
i=1
q . -
() =1- J eo.B
i=1

B is the backshift operator and {at: t=0,+1,+2,...} is a

white noise process with zero mean and covariance and with con-
stant variance 02.

Assume also that the polynomials #(z) and 6(z) have no
zeros in common ana that all their roots lie outside the unit -
circle.

Define the autocovaviance and autocorrelation functions of

the process to be, respectively,

v(h) = E(X X

' t+h)’ p(h) = y(h)/v(0), h e Z.
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CORNER METHOD

For a realization S RRRRRE from this process define the

sample autocerrelation function to he
~T-h

r(h) = y (x —;)(x

T -~
)/ § (x-x)", h=0,1,...
1 t t+h ] t

where x = T

In the sequel r(h) will provide the point estimate of

e(h) and p(-h). Further, if
Vi oL Yaplo)ss o)

is a functien of the theoretical autoccrrelations then we will
dencte its sample analogue, obtained by replacing the p's with
the corresponding sample estimatés r, as

Vim Bl el die cusds

For each i > 0, j > i define the jxj matrix
B(1,j) = | p(1) p{i~1) . . . p(i-j+2) p(i-j+1)
p(i+l) p(i) ... 0(i=j+3)  p(i-j+2)
<= p(it+j-1) p(i+j-2) . . . p(i+l) p(i) P

the determinant of B(i,i) by A(i,]).

=

- 4-"*";*§X"rgglécing_éhe p's in B(i,j) by the sample quantities

r 'we obtain~the sample analogue & of A .

L

© "2 =-The-Corner-¥ethod is based on the fact that el

z=12q+1,j2p+1

s == otherwise.

- One ﬁsggzﬁhié?Féct to search for a pattern among the com-—
- puted 3(1,j);iﬁi§played in matrix form, which will indicate the

true vélues"ﬁﬁgzy and q for the process (2.1)

b P
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As an aid in- identifying such a pattern;ﬁggpin-gg—al (1986)

developed an approximate hypothesis test bdﬁ?@i&__ghe'asythOtic
~ Sl S .

distribution of the A's. While the test cambe-made

ore. gen-—

eral we restrict our development to the nuii'aﬁ&f%{ha}nétive-

hypotheses of primary interest in confirmingfﬁﬁéJ_gEié:

scribed above. We test

Hy: A(1,,]

0 ¥ = 0,408,

L

i H @
against L Ho

where EO is the complementary hypothegié_tﬁég;Tﬁ

Under HO

~

M) e AELAY B0, T 423

“with © = HCH', where G is the nxn covariance matrix of

p(1),...,p(n), n = max (ii+j2-l), and _H is the— mxi matrix

1<8<m L 2
{hki} with elements i .“E-. 2
G T e
ke 3p(2) .

In view of (2.3) Beguin et al (1980) suggested as a test of

(2.2), computing

x2 = T(a(i

-~

~ ---1 ~ )
SNV S IR D1 B .Y S B ERRIY.XC SIS DD R

and comparing with the critical value of the”ii"distribution.

3. RESTRICTIONS ON CORNER METHOD HYPQOTHESIS TESTS

While the tests described in the last section appear to be
completely general with respect to the set of indices

m ; .
{(ig’jz)}2=1’ there are in fact restrictions on the total number

of indices permitted and on which specific indices may be used if

the asymptotic distribution (2.3) is to have a nomsingular covar-

iance matrix.
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CORNER METHOD

2
X

The restrictions we have found fall into

will have unstable behavior for large

“'Clearly if this covariance matrix is singular the test

T and

unsatisfactory. statistical properties for small and moderate T.

two categories:

2 those on the overall dimension or number of indices allowed and

those on the matrix

have found a restriction for an

H
ARMA(1,1)

of partial derivatives.

In addition we

and a specific set

-of indices, which falls into neither of these categories.

G R

singular if m > n.

Restrictions on Overall Dimension.

These restrictions arise from the simple

fact that Q is

For the Corner Method there are several con-

figurations of the set of indices which it may be of interest to

censider.

1

“Then

Among these are:
Vertical_or_hurizontal.lines

By this configuration we mean the set of

for some

1o

singular if

n + m-2

o

j0 in each case and
io + jo However, since
testing only indices iO > 1, jo > 1, the

tion of this type on our tests.

Orthogonal arms

indices

j respectively

10,30.
so @ is

we would be

re is no restric-

guration.we mean the set of indices 7
i HICA P URTC IR
g S0 5= W07 Ti=1 41 *
Z 0 0
i g 5 some io < il, jO < iy
Then m = (1if 10) + (31~j0) + 1

maxijl+io—1,L1+j0-1} )




(3]
e

% is singular if

and 2j0<jl-i0+2. A_;‘ £= 2

In the particular case that the arms are ogiegﬁal léhgph

=i —-4i =3 - ; i Pl SR A 5
d i iy i ig» is 51ngu¥ly-i£;fé0 i jb < d+

iii. Rectangles

By this configuration we mean

o 4 AT gfies gwe w  wnn A . ;s
- {(1£,J£).£=l—{(1,3). ig <ii<iy, i <] f_]l} , some
- 10 & 1ls JO 5 Jl.
Then = = (i, - i) + 1) (3, J0+1),n=il+J1'1

and 2 1is singular if

(i, - i +1)(j1 + 1) > i, + 4. - 1.

1 "% Jg

If the rectangle is a square with d =4i, - i_ = j. - j

ther O 1is singular if
: d> A F3, -2 .

3.2 ERestrictions on the Matrix of Partial Derivatives.

. will aiso be singular if the matrix H of partial
derivatives, is badly behaved. Such considerations lead us

tc.

Theorem 3.1. With regard to the hypothesis test (2.2), if

i. »j. +q -p and ji >p+ 2, for any 1< & < m, then a

is singular.
The proof of this theorem follows directly from the follow-

ing lemma whose proof is found in the appendix.

Lemma 3.1 For any ARMA(p,q) process ngtﬁ)} = 0 for any

i>j+q-p and j >p + 2.

=y

k»1 i

In terms of the configurations considered in §3.1 the

restrictions of Theorem 3.1 will have no effect on tests using

the vertical line. configuration if < p+ 1 or on tests using

Jo



CORNEKR MLTHOD

the horizontal line configuration if

iO < q+ 1. There will be

no effect on tests using the orthoponal arm configuration if

jO <P+l and i, < a+ 1. 1f the rectangular configuration

is uscd there will be no effect if jl <p+ 1 or if il <q+ 1.

3.3 Another Nestriction

The above are not the only possible conditions under which

‘@ will be singular as the following shows.

Consider an ARMA (1,1) process and suppose the configur-

ation of the Corner Method test consists of orthogonal arms of

length 1 with vertex at (2,2). That is, we test

HO: :‘\(2,2) = A(j,’l = 3(2,3) =

0

Tne results of §3.1 and §3.2 give no reason to expect

€ to be singular. Yet it can be shown that the 3%4 matrix H

has rank 2 which implies that @ is singular.

4. CONCLUSIONS

We feel that the restrictions on the use of the Corner

Method hypothesis- tests obtained in

§3 may prove useful to

those interested in the problem of identifying the orders p and

q of an.:ARHA(p,ﬁf process.

While nb-qggpmh§ has been made to exhaust the conditions

under whith the: covariance matrix Q

can be singular, the

G A —
Proof of. Lemme- 3vk+—Write
e

e -&ﬂ-hﬁa“ g

. 5. APPENDIX
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(i, j) .
dp (k) s :

B(i,j). We will show that under the condrtrﬁﬁEfof’the=lemma each

the sum of the cofactors of q}l'entries c(k) in

cofactor must equal 0. To do so it suffices—to show-that any

j-1 columns of B(i,j) are linearly dependent. "

We know from Beguin et al (1980) théii;iﬁr‘
4 § gt

let B’ be the matrix obtained by deleting -column Eu of B(i,j).
If v < i-p (v > i-j+p+1) cthen by (5.1)

p
b-§¢b. =0 (b .- ) ¢, = Q)
421 27i-4 i _v=1 gl 2-v=-1-2_._ =

proving that the columns of B are linearly dependent.
If i-p<v<i=j+p+1, consider the columns
We kunow

A

P
e o= b oy B g g = 0 | , (5.2)

Assume ¢, . # 0. Then

p
by, = io-afbyg - L #bi o)
2=1
L#Fi-v-1
But this means
4 !
0=b, - ) ¢b, =b - E $gbi g = W b
- -k =1 22i-2 i =1 L=i=2 i-v~v
L#i-v
=b, - E bb, -6, 0L b
i L-i-2 Ti-v'i-v=1-i-1
g=1
L#i-v
ptl
-1
+¢,_ b4 L 6, qb._
i-w Ti-v-1 =2 2-1~i-%
L#i-v
=} (6.+ = g * E(a—zb ¢1_'1 ) )ﬁ
=By = Reyt ot 0?13 T by ti-v®i-v-1%2-27 212

7
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CORNER METHOD

-1
i-v-1

R T b

7 i-v pEi—p—l_
so that the columns of B” are linearly dependent.
If o, = 0 then there is no contribution of b to
i-v-1 v

(5.2) and the columns of BY are linearly dependent.
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