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Abstract—Achieving complete and accurate cyber situation
awareness (SA) is crucial for security analysts to make right
decisions. To facilitate cyber SA, existing security tools, algo-
rithms, and techniques like attack graph, should be integrated
together to extract the most critical information and synthesize
knowledge from different areas. Based on existing theories of
situation awareness, a cyber SA model and an SKRM (Situation
Knowledge Reference Model) model are constructed to enhance
the coupling of current techniques to situation awareness to
enable security analysts’ effective analysis of complex cyber-
security problems.

Keywords-situation awareness; cyber security

I. INTRODUCTION

To better secure a network, human decision makers should
clearly know and understand what is going on in the
network. This is basically what we call cyber situation
awareness (cyber SA). Human is the key role of cyber
SA because only human can be “aware”. Technologies
regarding cyber security have made remarkable progress
in the past decades. A lot of algorithms and tools are
developed for vulnerability analysis, detection of attacks,
damage and impact assessment, and system recovery, etc.
These technologies significantly enhance human analysts
cyber situation awareness and facilitate their network secu-
rity management. Attack graph is one typical example. By
combining vulnerabilities in the network, potential attack
paths can be automatically generated with attack graph
tools. Through generated attack paths, security analysts can
clearly know how the attackers may exploit the network.
Without attack graph, it is very difficult for them to construct
reasonable attack scenarios for even a small network only by
reading the vulnerability scan results, let alone for large scale
enterprise network with hundreds to thousands of hosts.
However, although these tools greatly ease the analysts
work in some aspects, they do not explicitly consider the
role of human operators when being designed. A lot of
questions should be asked: can human analysts understand
the output presented by these techniques? To what extent can
the system facilitate human analysts cognition and situation
awareness? What kind of information should be present
to them for better situation awareness? Can they get the
information they want when it is needed? Is the system
responsive enough to support such interactive analysis? Is
the interface user friendly? Apparently, without taking into
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account the role of human analysts, the capabilities of these
techniques cannot be fully leveraged to effectively support
situation awareness. In this paper, section 2 first introduces
some key concepts of situation awareness and section 3
discusses how to apply SA to cyber field. Based on that,
a SKRM model is proposed in section 4.

II. SITUATION AWARENESS CONCEPTS

There have been a number of definitions towards situation
awareness. The very first definitions are mostly related to
aircraft domain, which are presented in the review from
Dominguez [1] and Fracker [2]. Endsley [3] provides a
formal definition of SA in dynamic environments: “situation
awareness is the perception of the elements of the environ-
ment within a volume of time and space, the comprehension
of their meaning, and the projection of their status in the
near future.” From this definition, Endsley basically view
situation awareness as containing three levels: perception,
comprehension, and projection. Salerno et al. [4] slightly
modified the above definition and define SA as “situation
awareness is the perception ... and the projection of their
status in order to enable decision superiority.” Salernos
definition implies the importance of situation awareness to
the decision process. McGuinness and Foy [5] add a fourth
level to Endsleys definition named resolution, which tries to
identify the best path to follow to achieve the desire state
change to the current situation. Resolution does not directly
make decisions for humans regarding what should be done,
but provides available options and the corresponding impact
of these options to the environment. To help understand the
four levels of SA, we use the analogy made by McGuinness
and Foy to explain them: perception represents “What are
the current facts?” Comprehension means, “What is actually
going on?” Projection asks, “What is most likely to happen
if ...?” And Resolution means, “What exactly shall I do?”
Alberts et al. [6] provides another definition of situation
awareness, which “describes the awareness of a situation
that exists in part or all of the battle space at a particular
point in time”. For situation, they identify three main com-
ponents: missions and constraints on missions, capabilities
and intentions of relevant forces, and key attributes of the
environment. For awareness, they say “awareness exists in
the cognitive domain” and awareness is “the result of a
complex interaction between prior knowledge and current



perceptions of reality”. This definition basically emphasizes
the role of cognition in awareness and uncovers a fact
that awareness is not just perceptions of reality, but also
includes prior knowledge as a crucial factor. This explains
why experienced analysts usually gain situation awareness
more rapidly and accurately than novice analysts. Actually
all the above definitions consider time as a basic element
of SA. Decision makers rely on previous experience and
prior knowledge to keep aware of changing environment,
make decisions, and perform actions. As in the OODA
(Observe, Orient, Decision, Act) loop [7], decisions and
actions provide feedback to the environment again and a
new cycle will start. Therefore, time is an essential element
of SA.

III. AppLY TO CYBER FIELD: A MODEL OF CYBER SA

Researchers from different communities have established
various reference models or frameworks for situation aware-
ness. Salerno et al. [4] construct a situation awareness
framework based on Joint Directors of Laboratories (JDL)
data fusion model [8] and Endsleys model of SA in dynamic
decision making [3]. With the same definition of SA as in
[5], Tadda and Salerno [9] propose a situation awareness
reference model and provide clear definition to concepts
such as entity, object, group, event, activity, etc. Both of
the work demonstrates how to apply the established model
to different domains.

The focus of this paper is not to establish a reference
model for situation awareness, but to find a way to enhance
human analysts SA by apply existing SA theories to cyber
security field. Therefore, a model of cyber SA is constructed
based on the work by Tadda and Salerno [9] and by
Endsley [10], as shown in Figure 1. The key part of this
model is an embedded sub-model we proposed: Situation
Knowledge Reference Model (SKRM). Simply put, SKRM
is a model that integrates cyber knowledge from different
perspectives by coupling data, information, algorithms and
tools, and human knowledge, to enhance cyber analysts
situation awareness. This following paragraphs will first
explain the cyber SA model, and then justify why and how
to establish SKRM.

In the cyber SA model in Figure 1, cyber situation
awareness consists of four levels: perception, comprehen-
sion, projection, and resolution. The basic idea of this
model is: taking input from data, information, tools and
algorithms, and intelligence of human experts from different
areas, SKRM enables the four levels of situation awareness.
On the other hand, the output of SKRM, as well as data,
information, system interfaces, and real world, all serve as
human analysts information sources for cyber SA.

The perception level is different from the one in Tadda
and Salernos model in [9]: Other than data and information,
real world and system interface are explicitly included as
the information sources of SA [3] [10] that are perceived by
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Figure 1. A Model of Cyber Situation Awareness

human analysts. System interface is directly related to the ef-
fectiveness of human cognition to system knowledge. Well-
designed interface can present information and knowledge
in an intuitive way and facilitate interactive analysis. In ad-
dition, information from real world is directly perceived by
human analysts without being processed through automation
systems. Such information influences human analysts’ SA in
some way, good or bad, although the “some way” is out of
our research scope. For example, a piece of news regarding a
recent popular attack pattern may trigger security analysts to
relate it to similar symptoms found in their own network. Or
their colleagues’ talk about recent financial abnormality may
implicitly confirm security analysts’ inference of a computer
being compromised.

In terms of cyber security, level 2 and 3 are mainly
about impact assessment, which includes two parts [11]:
assessment of current impact that is damage assessment,
and assessment of future impact which mainly involves
vulnerability analysis and threat assessment. Resolution level
[5] is included in the model due to its importance for cyber
security analysis: human analysts have a variety of security
measures for security management, either confronting at-
tacks by network hardening, or recovering from the damage
caused by attacks. These security measures have different
consequences towards network security. Thus human deci-
sion makers can choose the best option, at least that they
think the best, based on the available security measures and
the corresponding consequences.

IV. PROPOSED SKRM FRAMEWORK

To better present SKRM framework, three questions
should be answered: 1) Why do we need SKRM? 2) What



is the main structure of SKRM? 3) How can SKRM enable
cyber situation awareness?

A. Why do we need SKRM?

We need SKRM for several reasons. First, the isolation
between different knowledge bases. Cyber security has made
significant advancement in a variety of areas, but these areas
rarely “talk” to each other. When it comes to cyber SA, we
have experts from different areas working on the same topic,
but they cannot effectively communicate with each other. For
example, system experts exactly know which file is stolen
or modified, but they hardly know how this can impact the
business level. On the other hand, business managers can
rapidly notice a suspicious financial loss, but they won’t
relate it to an unallowed system call parameter inside the
operating system. This is one reason for constructing SKRM:
we need a model to integrate knowledge from different areas
to break the isolation between them.

Second, the isolation between techniques and human.
Human intelligence is the most powerful and valuable re-
source that needs to be well utilized in security analysis.
Many microscopic tools, algorithms, and techniques are
developed for specific purposes, but few macroscopic models
or framework are provided to synthesize functions of these
techniques, reduce the complexity of security problems and
ease the cognition of human analysts. Therefore, we need
to couple the available techniques to enhance cyber SA and
construct a bridge between techniques and human analysts.

B. What is the main structure of SKRM?

Similar with the work by Tadda and Salerno[9], the
key to construct SKRM is to identify relevant activities of
interest. In terms of cyber SA, the activities of interest are
mainly attacks, which may be associated with items ranging
from business level processes, to network level applications
and services, to operating system level entities, and finally
to the lowest physical level devices (memory cells, disk
sectors, registers, etc.). Based on this, the SKRM model is
constructed, as shown in Figure 2.

SKRM model seamlessly integrates four abstraction layers
of cyber situation knowledge, including Workflow Layer,
App/Service Layer, Operating System Layer and Instruction
Layer. As the layer goes down, information is presented
in finer granularity in terms of technical details. These
four layers are abstracted by categorizing isolated situation
knowledge from different perspectives of network. Experts
with expertise in different layers can communicate with each
other on the same platform provided by SKRM.

Workflow layer is most human-understandable layer that
mainly captures the mission or business processes within
an organization or enterprise. Organizations take workflow
management as the main technology for performing business
processes [12]. A workflow typically consists of a number
of tasks that are essential for fulfilling a business process.
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Figure 2. The Situation Knowledge Reference Model (SKRM)

Usually an organization keeps consistent and reliable work-
flows for their daily business. Attackers injecting malicious
tasks or modifying data will cause abnormal behaviors in
workflow. Therefore, workflow layer can enable cyber SA
at business level. Workflow in this layer can be generated in
two ways: either manually defined by business managers, or
extracted from logs with workflow mining techniques [13],
[14].

The function of business process relies on a variety appli-
cation and services. A workflow can be divided into block
tasks [15], which is actually a sub-workflow containing a
set of atomic tasks. Therefore, the execution of a workflow
depends on the execution of tasks, which then relies on
corresponding application software. These applications have
further dependence relationship on a set of services, such
as web service, DNS service, etc. Therefore, App/Service
Layer is incorporated into SKRM to capture the required
applications and services for workflow execution, and the
dependency relationship between them as well. Service
discovery and dependency analysis techniques [16] can be
applied to App/Service Layer.

Attackers compromise network by exploiting security
holes existing in applications and services. These attacks
will leave trace inside operating system, which could be
deleted logs, prohibited access to password files, or abnormal
system call patterns, etc. All these operating system objects,
processes and files, as well as the dependency relationship
between them, are included in Operating System (OS) Layer.
Operating system layer usually adopts techniques of system
level taint tracking [17] and intrusion recovery [18].

Instruction Layer can identify missed intrusions in operat-
ing system layer, and assist taint analysis and attack recovery
at instruction level. Instruction layer maps the entities and



relationships on OS layer to memory cells, disk sectors, reg-
isters, kernel address space, and other devices. Techniques
of intrusion harm analysis [19], including taint tracking and
intrusion recovery, are often involved in instruction layer.
Attack Graph is not a specific layer in this stack, but
rather an interconnection technique between App/Service
Layer and Operating System Layer. By analyzing the vulner-
abilities exist in the applications and services, attack graph
can generate potential attack paths for the entire network.
Through the attack paths, security analysts will know which
hosts are most dangerous and need to be further scrutinized.
Moreover, the corresponding system objects related to the
vulnerable services or applications will be highlighted.

C. How can SKRM enable cyber situation awareness?

SKRM model is not simply a mapping of situation knowl-
edge in different areas to the above abstraction layers. It is in
fact an integration of data, information, algorithms and tools,
and human knowledge through cross-layer interaction. It
interconnects the perception level elements to elevate aware-
ness to comprehension, projection, and resolution levels.
SKRM model has the following characteristics that could
enable the four levels of situation awareness:

1) Each abstraction layer generates a graph that covers
the entire enterprise network. This ensures completeness of
the overall network environment awareness.

2) Each abstraction layer views the same network from
a different perspective and at a different granularity. These
perspectives complement, assist and confirm each other for
more accurate situation awareness.

3) Each abstraction layer leverages current available al-
gorithms, tools, and techniques in its corresponding area to
extract the most critical and useful information to present
to human security analysts. Such techniques include but
are not limited to workflow mining and attack recovery,
service discovery and dependency analysis, system level
taint tracking and recovery, and instruction level intrusion
harm analysis, etc. Future developed algorithms, tools, or
techniques can also be incorporated into SKRM to elevate
its capability.

4) Cross-layer analysis is the soul of SKRM. SKRM
captures cross-layer relationships by mapping, translating,
bridging semantic gaps, and utilizing existing techniques
such as attack graph. Performing top-down, bottom up, and
U-shape cross-layer analysis can enhance the comprehen-
sion, projection and resolution levels of security analysts
SA. For example, when business level abnormality such as
financial loss is noticed, top-down analysis could find the
damage caused by attackers in each abstraction layer: which
service is compromised, which system file is deleted, or
which memory cell is tainted, etc. This is an instance of
damage assessment, corresponding to comprehension level
SA. On the other hand, if an IDS alert is raised from
operating system layer, a bottom-up analysis will find out
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how could the attack have future impact on the business
level. This can be viewed as example of impact assessment
or threat assessment, corresponding to projection level SA. If
options of security measures and their corresponding impact
are obtained through either bottom up or U-shape analysis,
resolution level SA is achieved.

V. CONCLUSION

To achieve cyber situation awareness, the role of human
cyber analysts should be considered explicitly into the design
of security tools, algorithm, and techniques, such as attack
graph. Therefore, based on existing theories of situation
awareness, a cyber SA model and an embedded SKRM
model are constructed to enhance the coupling of current
techniques to situation awareness to enable security ana-
lysts’ effective analysis of complex cyber-security problems.
Current and future work is to demonstrate the potential
capabilities of SKRM model for enabling cyber situation

awareness.
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