Analysis of Variance
Section E: Grace, Andrey, Danny, Ila



What 1s ANOVA?

F-distribution
F, df1=3, df2=36

The Analysis of Variance
» Determines whether the
diftferences of means "
between 3+ groups are o
statistically significant
» Mitigates the need for doing ool | p—

F-value

tons of t-tests B
(Mimnitab Blog)




1-Way ANOVA Procedure

1.Establish hypotheses (see above)
2.5tate o
1.Usually 0.05



[-Way ANOVA Procedure

3. Calculate degrees of freedom

where:

N = the number of people 1n each group
n = the number of people 1 the experimment (total)
a = # of levels of the factor

deetween =a-1
Kwigin = N - a
dfT()tal =N-1



[-Way ANOVA Procedure

4. Critical Value
» Use dip.qyeen and dfy: ., to find the critical value.
@a-1,N -a)

» Use the f-table (next slide), where the x-axis 1s the “between” and the y-axis 1s the
“within” and mput your coordinates to find the critical value



F-table of Critical Values of a = 0.01 for F(df1, df2)
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16 | B53 623 529 477 444 420 403 389 378 369355 341 326 318 310 302 293 285 275
17 840 611 519 467 434 410 393 3.7% 368 359|346 331 316 308 3.00 292 284 275 2.65
18 | 829 6.01 509 458 425 402 384 371 360 351 (337 323 308 300 292 284 275 266 257
19 8.1% 593 501 450 417 394 377 363 352 343|330 315 300 293 284 276 2067 258 249
20 | 810 585 494 443 410 387 370 356 346 337|323 309 2% 28 278 270 261 252 242

21 | B.02 578 487 437 404 381 3464 351 340 331|317 3.03 288 280 272 264 255 246 236
22 | 795 571 482 431 399 376 359 345 335 326(312 298 283 275 267 258 250 240 231
23 | 788 5066 477 426 354 371 354 341 330 321|307 293 278 270 262 254 245 235 228
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[-Way ANOVA Procedure

5. Test Statistic

SS (sum of
squares)

df

MS

Between

s(za)’ g2
" n N
*for the
numerator in
the first term,
take the sum of
each level,
square it, then
add them all
together

*T is just the
sum of all of
the values

a—1

between

af

between

between

within

Within

2
sy _ 5(2a)

n
*for XY, take
the sum of the
square of every
value

within

af

within

Total

TZ

2
XY —




[-Way ANOVA Procedure

6. Decide

» It F 1s greater than the critical value, reject the null.

7. Conclude

» The [three] conditions differed significantly on level F(a - 1, N - a), a<0.05



1-Way ANOVA

Fxample

Jeft1s trying to see 1f customers like the
sandwich a different amount based on which
sauce he puts on his special sandwich. He
has random people at his shop try 3 different
sandwiches: one with mayo, one with
mustard, and one with ranch and then give
them a score.

Here are the scores:

Mayo: 78, 84, 98, 76, 69
Mustard: 56, 67, 48, 87, 54
Ranch: 94, 87, 90, 86, 59

This Phato by Unknown Author is licensed under CC BY-SA



Hypothesis

p1:The true average score of customers who ate a sandwich with mayo

M2: The true average score of customers who ate a sandwich with
mustard

K3: The true average score of customers who ate a sandwich with ranch

Null Hypothesis: pl=p2=p3

Alternate Hypothesis: At least one true average score for the sandwich 1s

different

This Photo by Unknown Author is licensed under CCBY



Independence: All the tests are independent of
each other and random

C()Ilditions Normal: Assume normality for the sauce groups.

Variance: The standard deviations of 10.86,
15.37, and 13.68 1ts around the same variance



Stutt 'To Calculate

e Total Mean of all Scores: 75.53

*  Group Means
*  Mayo sample mean: 81
*  Mustard sample mean: 62.4

* Ranch sample mean: 83.2
*  Degrees of Freedom Between: Number of Groups - 1: 2
*  Degrees of Freedom Within: Total Number of scores - Number of Groups : 12
*  Sum of Squares Between Groups: )’ (nl * (Mean_1- Grand Mean)”2:1305.73
e Sum of Squares Within Groups: ), (). (X1 - Mgroup1)2):2192

*  Mean Squares Between: Sum of Squares Between Groups/Degrees of Freedom Between:
652.87

e Mean Squares within: Sum of Squares Within Groups/ Degrees of Freedom Within:
182.67

*  F-ratio (test statistic): Mean Squares Between/Mean Squares Within: 3.57

| IhisPhota by Unknown Author is licensed under CCBY-NC-ND



Answer

Since the F test statistic 1s less than the
critical value found on the F statistic
critical value table for the degrees of
freedom seen within the problem, we are
unable to reject the null hypothesis. We
do not have statistically significant
evidence to say that at least one true
average score for the sandwich 1s
different from another for different
sauce types.

This Photo by Unknown Author is license

dunder CCBY-SA



2-Way ANOVA: What 1t does and what 1t can tell

you

e Compare populations with different subgroups

* T'wo types: with replication (default) and without replication
* Focuses on three main tests

* The eltect of each of the variables and the interaction

* Classity data by two mndependent factors



2-Way ANOVA: Procedure (general)

e Define the Factors and Levels



2-Way: FFactors

* Fixed factors
* Chosen by the researcher & are the only levels of interest in the study

* Interested in comparing the factors
* Not trying to generalize beyond the levels in your study
* Fertilizers, drugs, brands etc.

* Random factors
* Randomly selected from a large population (does that sound famihar?)

* No mterest in the specific factors
 Interested by the variability caused by the factor, not comparing factors
 Want to generalize to a larger set of levels beyond the experiment

* Schools, animals, locations

* Mixed factors (Mixed ANOVA)

e Can compare specific levels of some factors

* Generalize to broader populations for other factors



2-Way ANOVA: Procedure (general)

* Define the Factors and Levels
* Set up data table



2-Way: Data table set up

Factor 1: Drug A, B, C (rows)
Factor 2: Symptoms: X, Y (columns)
» With Replication (3 replications)

Symptom X | Symptom X | Symptom X | SymptomY | SymptomY | SymptomY
(Rep 1) (Rep 2) (Rep 3) (Rep 1) (Rep 2) (Rep 3)
A

B
C

» Without Replication (no replication)

Drug | SymptomX Symptom Y

™ >



2-Way ANOVA: Procedure - The Grand Mean

* Define the Factors and Levels
* Set up data table

e Calculate “grand mean” (the overall average of all data points across all levels of both factors)

Average of all your data points

Total number of measurements

Drug | SymptomX Symptom Y

A 4.2 2.7 42+4+15+264+27+24+39

~ 2.88
B 1.5 2.3 2 X 3
C 2.6 3.9



2-Way ANOVA: Procedure (general)

* Dehne the Factors and Levels
* Set up data table
e Calculate “grand mean” (the overall average of all data points across all levels of both factors)

e Calculate the Sum of Squares (SS) for all your factors (eg 2 factors here)
e Sum of Squares for Factor 1 (SS_Factor 1)
* Sum of Squares for Factor 2 (SS_Factor 2)
e Sum of Squares for the Interaction (SS_Interaction)

e Sum of Squares for Error (SS_Error)



2-Way ANOVA: Calculating the Sum ol Squares
Drug {Symptomx | SymptomY

Factor 1: Drug A, B, C (rows)

A 4.2 2.7 Factor 2: Symptoms: X, Y (columns)
B 1.5 2.3
C 2.6 3.9

* For SS Factors 1 and 2 check how much different levels of a factor affect the results

Calculate the average of every level i a factor

Find the difference between each level’s avg and the Grand mean

Square the differences and multiply by the number of levels of factor 2
* Levels of factor 2 1s two because of the two symptoms

SS Interaction
* The combination of Factor 1 and Factor 2

e (Calculate the difference between the observed value and the average for that combination then square etc.

SS Error

e (Calculated as a residual variation because of no replication



2-Way ANOVA: Procedure - Degrees ol Freedom

Defline the Factors and Levels

Set up data table

Calculate “grand mean” (the overall average of all data points across all levels of both factors)

Calculate the Sum of Squares (SS) for all your factors (eg 2 factors here)
e Sum of Squares for Factor 1 (SS_Factor 1)
* Sum of Squares for Factor 2 (SS_Factor 2)
e Sum of Squares for the Interaction (SS_Interaction)

e Sum of Squares for Error (SS_Error)
Calculate Degrees of Freedom (DF)

Factor 1 DF = (# of levels of Factor 1) - 1

Factor 2 DF = (# of levels of Factor 2) - 1

Interaction DF = (# of levels of Factor 1 - 1) x (# of levels of Factor 2 - 1)

Error DF = (total number of measurements - 1) - (DF for Factor 1 + DF for Factor 2 + DF for Interaction).




2-Way ANOVA: Procedure - Mean Squared

e Define the Factors and Levels

Set up data table

Calculate “grand mean” (the overall average of all data points across all levels of both factors)

Calculate the Sum of Squares (SS) for all your factors (eg 2 factors here)
e Sum of Squares for Factor 1 (SS_Factor 1)
* Sum of Squares for Factor 2 (SS_Factor 2)
e Sum of Squares for the Interaction (SS_Interaction)

e Sum of Squares for Error (SS_Error)
Calculate Degrees of Freedom (DF)

Calculate Mean Squares (MS)



2-Way ANOVA: Procedure (general)

* Dehne the Factors and Levels
* Set up data table
e Calculate “grand mean” (the overall average of all data points across all levels of both factors)

e Calculate the Sum of Squares (SS) for all your factors (eg 2 factors here)
e Sum of Squares for Factor 1 (SS_Factor 1)
* Sum of Squares for Factor 2 (SS_Factor 2)
e Sum of Squares for the Interaction (SS_Interaction)

e Sum of Squares for Error (SS_Error)
e Calculate Degrees of Freedom (DF)
* Calculate Mean Squares (M5) If F-rato > cntical value; the
e (Calculate F-ratios, look at F-distribution tables factor/interaction has a significant effect
e Compare it with the critical value

* Draw conclusions



2-Way: Assumptions

e All samples are drawn from normally distributed populations

* These samples were drawn independently from each other

* All populations have a common variance

* Within each sample, the observations were sampled randomly and
independently of each other



Bread
Type

Italian
Italian
Italian
White
White
White
French
French

French

Sauce
Type

Mayo
Mustard
Ranch
Mayo
Mustard
Ranch
Mayo
Mustard

Ranch

Scores

78,93,39,83,44
89,98,99,78,69
92,89,69,87,76
56,79,86,56,89
56,78,89,68,90
67,89,67,76,89
52,78,63,78,93
97,96,95,94,61

75,89,93,45,32

Anova 2-way Example

* Jeff now wants to see how the type bread
affects how much customers enjoy the
sandwich and how the type of sauce on the
sandwich affects the customers enjoyment of
the sandwich. He also would like to see how
these two variables combined affect the
customers enjoyment. He has random
customers try the sandwiches bread types of
Italian, white, and French bread and different
types of sauce mayo, mustard, and ranch.



Hypothesis

Null Hypothesis: The type of bread doesn't affect the score the
sandwich gets.

Null Hypothesis: The type of sauce doesn't affect the score the
sandwich gets.

Null Hypothesis: The type of bread and sauce combo doesn't affect
the score the sandwich gets.




. Italian Bread means: . SSSauzce = n *3(Sauce Mean - Grand
* Mayo: 67.4 Mean):1,310.70

. Mustard: 86.6 * Square Sum for Interaction

e SSInteraction=n * 2(Cell Mean - Row Mean -

tuff I * Ranch:82.6 ColumnMean+GrandMean)2:2,814.53

*  WhiteBread: *  Sum of Square Error

* Mayo: 73.2 «  SSError=SSTotal - SSBread - SSSauce -

C a I.C u late SSInteraction:15,953.80
. Mustard:76.2

. Df bread =2
. Ranch:77.6

. Df sauce =2
. French Bread:

¢ Mayo: 72.8

e Dfinteraction = df_bread * df_sauce=4

. Df error =36
. Mustard: 88.6

. Df total=44
e Ranch:66.8
* Mean Square Bread = SSBread / dfbread =82.98

* GrandMean=75.58 * Mean Square Sauce = SSSauce / df sauce = 655.35

e TotalSum ofSquare * Mean Square Interaction = SSInteraction /
df_interaction= 703.63

e SSTotal=2%(X-Grand Mean)zz 20,244.98
* Mean Square Error = SSError/ df error =443.16

* Square Sum for Bread
* F bread =Mean Square Bread / Mean Square Error
+  SSBread=n *3(Bread Mean - Grand Mean)*15 * (10.82 =0.19
+0.01 +0.24) =165.95
* Fsauce =Mean Square Sauce / Mean Square
* Square Sum for Sauce Error =1.48

* Finteraction = Mean Square Interaction / Mean
Square Error =1.59




Conclusion

Since the F test statistic 1s less than the
critical value found on the F statistic
critical value table for the degrees of
freedom seen within the problem, we are
unable to reject the null hypothesis for any
of the given hypothesis. We do not have
statistically significant evidence to say that
at least one bread type, one sauce type, or
the combination of a bread and a sauce
type can cause different satisfaction within
the sandwich.




Some Interesting Data trom the seniors

Types of Statistical Testing Used by MAMS Seniors During

Their IRPs

Mann-Whitney U Test

2.1%

Wilcoxon Signed Rank... .

4.2%

2-Sample f-Test for Eq...

One-Sample t-Test

10.4%

Two-Sample t-Test

2.1%
R-squared

L ]

2.1%

Two-Way ANOVA

4.2%

One-Way ANOVA

12.5%

One-Proportion z-Test

2.1%

Two-Proportion z-Test

6.3%

Paired t-Test

10.4%

Chi-squared for Indep...

2.1%

10.4%

Linear Regression t-Test

8.3%




Potential Tests for You to Use!

»One & Two-Way ANOVA
» Linear Regression t-Test

» Determines whether the independent variable has a significant relationship with the
dependent variable, controlling for the other predictors

» Wilcoxon Signed-Rank Test
»Kind of like a Paired t-Test
» Does not require Normality

» Mann-Whitney U Test
> A K.A. Wilcoxon Rank-Sum Test

»Helps determine whether two samples are likely from the same population
» Use when assumptions for a regular t-Test (lke Normality or Large Counts) are violated






Sources

https://www.analystsoft.com/en/products/statplus/content/help/analysis analysis of variance two way anova.html#:~:text=The%20Two0%2Dway%20ANOVA%2C %20also.,each%20combination%200of
%20the%20factors).

https://real-statistics.com/two-way-anova/two-factor-anova-without-replication/

https://www.technologynetworks.com/informatics/articles/mann-whitney-u-test-assumptions-and-example-363425




