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Abstract

While existing student modeling methods focus on predicting students’ knowledge
states, they often overlook the underlying cognitive processes contributing to learning.
In this work, we integrate cognitive processes, specifically phases of rule learning, into
student modeling, drawing inspiration from cognitive science. Rule learning involves
rule search, discovery, and following, providing a systematic framework for under-
standing how individuals acquire and apply knowledge. We conduct two studies to
explore rule learning phases in a real-world learning context. Moreover, we present
a two-step approach to first predict the phases of rule learning students experience
during problem solving with an intelligent tutoring system and then estimate the time
spent on each predicted phase. Furthermore, we identify the relationships between the
time spent on specific phases of rule learning and student performance. Our findings
underscore the importance of integrating cognitive processes into student modeling
for more targeted interventions and personalized support.
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1 Introduction

One of the primary goals of intelligent tutoring systems (ITS) is to provide students
with individualized assistance to support their learning process. These systems achieve
this goal by appropriate task selection and giving timely hints and feedback (VanLehn
2006). Assessing students’ skills and knowledge state is the first step to design this
personalized assistance and the necessary interventions. Therefore, student modeling
plays a significant role in ITSs.

Various methods have been used to model student knowledge from Bayesian knowl-
edge tracing (BKT) to logistic regression-based models such as performance factor
analysis (PFA) as well as ensemble models consisting of combinations of the two, and
their modern extensions using advanced machine learning techniques (d Baker et al.
2011; Liu et al. 2021). Even though these models are thoroughly studied and useful
in predicting the knowledge state of a student based on their responses, they do not
put as much emphasis on capturing the cognitive processes leading to learning (Piech
et al. 2015; Pelanek 2017).

In this work, we incorporate these cognitive processes into student modeling, as
they were conceptualized in rule learning studies of cognitive science. These stud-
ies suggest rule learning has three main phases: rule searching, rule discovery, and
rule following (Crescentini et al. 2011). Rule search involves gathering information,
identifying the similarities and differences within the information in order to build
knowledge, rule discovery is defined as the moment when the knowledge is acquired,
and rule following is when the acquired rule is applied/fired in appropriate situations.
Many cognitive processes that lead to robust learning are closely aligned with the
phases of rule learning, including cognitive processes such as activation and organiza-
tion of prior knowledge, acquisition and integration of new knowledge, and retrieving
and reinforcing the acquired knowledge. In this way, rule search involves activating
and organizing prior knowledge, rule discovery involves acquisition and integration of
new knowledge, and rule following involves retrieving and reinforcing the learned rule
effectively. Therefore, understanding the phases of rule learning can provide insight
into the cognitive processes underlying robust learning and allow us to design instruc-
tional interventions that promote effective learning.

A key advantage of identifying the phases of rule learning during learning is that
they allow us to detect cognitive states not just based on correctness but on the pro-
gression of cognitive processes during learning. For example, a student might spend
considerable time in the rule search phase, struggling to organize prior knowledge or
identify patterns in the information presented. Traditional models might only predict
an incorrect answer at the end of the problem, but our approach could intervene earlier
by recognizing when a student is stuck in rule search and prompting them with hints
or scaffolds to facilitate the transition to rule discovery. When the student enters the
rule discovery phase, where they understand the correct rule but may still struggle to
apply it consistently, the system can offer delayed feedback or reflective prompts to
strengthen their comprehension. Therefore, the rule learning framework provides an
appropriate level of detail not only for the purpose of explaining the underlying cog-
nitive processes of students’ behaviors, but it also allows for a continuous assessment
of students’ cognitive states, enabling the identification of precise moments where
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learning occurs. This continuous assessment can also be especially valuable during
pauses in interaction, where no immediate data are generated from student responses.
Detecting the phases that occur consecutively during pauses and capturing when the
transition from one phase to another will happen by estimating the time spent on each
consecutive phase may help better interpreting the pauses during learning, whether
they indicate reflection, confusion, or preparation for rule application. This opens
up the possibility for adaptive interventions at moments that would traditionally be
overlooked by item response-based models.

While rule learning has been extensively studied in cognitive science, the research
has largely been conducted in highly controlled laboratory settings using artificial tasks
that may not fully represent the complexity of real-world learning environments. With
this work, we propose an approach that allows for direct identification of these phases
in a complex learning task. In the aforementioned controlled settings, the progression
through rule learning phases is highly uniform, with little variation beyond the duration
of specific phases based on task difficulty. In contrast, our work seeks to understand
how (or if) these phases might change when applied to a more dynamic and less
predictable environment. By doing so, we aim to identify potential “additional phases”
or “patterns” that may emerge in such settings, which are not typically observed in
controlled tasks. Our work aims to refine and possibly expand the definition of rule
learning in complex, real-world learning tasks. Our findings could suggest necessary
adjustments or extensions to the existing rule learning framework to better capture the
nuances of learning in more realistic settings. In this paper, we answer the following
research questions:

RQ 1 What do the phases of rule learning look like within a complex learning task?
RQ 2 Can we predict what phase of rule learning a student is in during a problem-
solving activity?

RQ 3 Can we estimate the time spent on the different phases of rule learning during
problem solving?

The paper is organized as follows: Sect.2 gives background information about the
previous efforts on student modeling. We present learning processes relevant to student
modeling and how those processes were defined and supported within intelligent tutor-
ing systems. We explain how phases of rule learning are defined in cognitive science
and their relevance to skill acquisition processes. Section 3 presents our task designed
to capture behaviors related to the phases of rule learning in a realistic learning environ-
ment. Section4 presents the corpus that we collected over 2 studies. Section 5 presents
our methodology to identify the phases of rule learning in a realistic learning envi-
ronment. In Sect. 6, we demonstrate our efforts to predict the phases of rule learning
students go through and estimate the time spent on these phases, respectively, and how
our models perform on a dataset that is held out from training to show generalizability
of our methods. Discussion including limitations of our study and implications for
application is presented in Sect.7. Conclusions and future work are found in Sect. 8.
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2 Background
2.1 Student modeling

We review student modeling efforts in intelligent tutoring systems in two groups. The
first group is the knowledge tracing methods. Traditional Bayesian knowledge tracing
(BKT) is a probabilistic model that detects if a student has learned a skill/knowledge
at a given time of solving a problem (Corbett and Anderson 1994). It is a special case
of hidden Markov model (HMM). The model uses fixed, skill-specific parameters to
estimate the probability that a student acquired the targeted skill/knowledge compo-
nent. Further extensions of this model include introducing student-specific parameters
(Pardos and Heffernan 2010; Lee and Brunskill 2012), item difficulty (Pardos and
Heffernan 2011), and contextualized estimations of the probability of guessing and
slipping behaviors (d Baker et al. 2008). More recent extensions to this model include
introducing deep neural networks. Piech et al. (Piech et al. 2015) were the first to utilize
deep learning in knowledge tracing. Their deep knowledge tracing model (DKT) used
recurrent neural networks (RNN) to predict student performance using the history of
the students’ previous activity. Later work proposed incorporating attention mecha-
nism for knowledge tracing in order to be able to model the longer-range dependencies
between students’ learning interactions (Wang et al. 2022; Zhang et al. 2022), and
externally storing knowledge concepts in order to enhance interpretability of DKT
by allowing for detecting exactly which knowledge components students mastered
(Zhang et al. 2017).

The second group of student models is the logistic regression-based models. This
family of models operates by calculating a skill estimate for a given knowledge com-
ponent and then applying a logistic transformation on this estimate to obtain the
probability of a correct answer to a problem associated with the knowledge compo-
nent. Two typical instances of these models are the additive factors model (AFM)
and performance factors analysis (PFA) (Cen et al. 2006; Pavlik et al. 2009). AFM
suggests the students are more likely to give a correct response to a problem when
they have more prior practice with the skill associated with the particular problem.
This model utilizes the total number of previous practice opportunities that a student
had for the given skill. PFA claims successful and unsuccessful practices may have
different effects on the probability of a correct response. Therefore, it separates the
successful practices from unsuccessful ones. Similar to BKT, recent extensions of PFA
have utilized machine learning techniques. Asselman et al. (Asselman et al. 2021) used
ensemble methods to enhance the predictive performance of PFA. They found a PFA
approach based on XGBoost algorithm has outperformed the original PFA method in
predictive performance.

The methods we have discussed are used in various scenarios within intelligent
tutoring systems, and they have achieved state of the art performance in modeling
students’ knowledge state. However, these methods are not concerned with the under-
lying processes that contribute to learning such as encoding, interpretation, rehearsal,
and automation. In contrast, modeling rule learning phases offers a more continuous
assessment of students’ cognitive states, capturing the states that occur not only during
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problem solving but also in pauses. Identifying the phases of rule learning may help
categorize the cognitive states as they unfold during students’ interaction with edu-
cational technology, including periods of pause where important cognitive activities
like reflection, strategy formulation, or mental rehearsal might occur. This contin-
uous monitoring could allow us to better detect moments of confusion, transition,
or readiness to apply a learned rule, offering new opportunities for timely, targeted
interventions that traditional models may overlook.

2.2 Learning processes relevant to student modeling

The central focus of many highly utilized student models is knowledge components
(KC) (Aleven and Koedinger 2013). The knowledge-learning-instruction (KLI) frame-
work introduced by Koedinger et al. (Koedinger et al. 2012) defines a KC as “an
acquired unit of cognitive function or structure that can be inferred from performance
on a set of related tasks.” The KLI framework conceptualizes KC as a generalization
for a unit of cognition/knowledge. Other popular terms in education and cognitive sci-
ence literature include “skill” (Bloom et al. 1964), “production rule” (Anderson 2013),
and “schema”(Cheng and Holyoak 1985; Kirschner 2002). This body of research also
studies the processes of building this unit of knowledge and how these processes
lead to an appropriate design of instruction and to enhancing learning. Cognitive skill
acquisition has been described as happening in several phases. According to Fitts
(Fitts 1964), skill acquisition happens in three stages: the cognitive stage, the asso-
ciative stage, and the autonomous stage. In the cognitive stage, the knowledge needs
to be encoded, interpreted and rehearsed. The task performance on the skill is slow
and prone to errors. The associative stage serves as a transition between the cognitive
and autonomous stages, during which knowledge is refined and errors are gradually
reduced. Finally, in the autonomous stage, the improvement on the skill continues as
the performance on the skill is effortless and free of errors. This three stage model
was adopted in the early version of Anderson’s ACT theory (Anderson 1982, 1987).
While Fitts’s model describes the overarching stages of skill acquisition, Anderson’s
ACT theory further explains these stages within its framework. ACT not only aligns
with Fitts’s observations but also provides a detailed explanation of the underlying
cognitive processes associated with each stage. The first stage of skill acquisition was
called the declarative stage. This included having learners encode gained information
about the skill. This stage corresponds to the cognitive stage described in Fitts’s model.
The knowledge compilation mechanism in ACT, where the knowledge is converted
from a declarative to a procedural form, corresponds to the associative stage. The last
stage of skill acquisition was called the procedural stage. In this stage, learners achieve
faster and more effortless problem solving and this corresponds to the autonomous
stage in Fitts’s model. Taatgen and Lee later developed a learning mechanism called
production compilation (Taatgen and Lee 2003) which was based on the knowledge
compilation mechanism in ACT and the chunking mechanism in Soar (Newell 1994).
This improved mechanism has been integrated in the later versions of ACT-R (Ander-
son et al. 2004).
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Within different stages of skill acquisition, various instructional techniques have
been promoted to enhance learning. Since the earlier stages of skill acquisition focus
on collecting and categorizing information on the skill to be learned, the emphasis is
usually on constructing the schema related to the skill (Hummel and Nadolski 2002)
through instructional methods such as solving analogical problems (Gick and Holyoak
1980, 1983) and worked-out examples (Cooper and Sweller 1987; Renkl 2014). In the
later stages, the purpose of instructional events shifts from recognizing instances of
problems to automation of the learned rules/schema for the skill (Van Merrienboer and
Paas 1990), and gaining speed and accuracy through practice (Newell and Rosenbloom
1981) and problem solving (Atkinson et al. 2003).

While the phases of building knowledge are explored in low-level fashion in cog-
nitive science literature as we mentioned in this section, the KLI framework describes
them at a higher level. The KLI framework suggests three learning processes: induction
and refinement processes, understanding and sense-making processes, and memory
and fluency building processes. Induction and refinement processes involve building
the knowledge for the first time and revisiting and refining the gained knowledge. These
processes are facilitated by providing students with worked-out examples or giving
error feedback in learning environments. Sense-making processes include students’
deliberate reasoning and verbally mediated thinking efforts to understand the given
learning material and build knowledge. Prompting self-explanations and accountable
talk promote sense-making processes and acquisition of more complex knowledge
components. Finally, memory and fluency building processes include building up the
memory to allow for quick and effortless retrieval and application of the knowledge.
Spacing practice and optimized scheduling are utilized in order to help memory and
fluency building processes when designing instruction.

The processes described above provide guidelines for how instruction should be
structured both within traditional learning environments and modern ITSs. However,
the link between these processes has been rarely discussed in the context of student
modeling, which is the backbone of an ITS. Pelanek (Peldanek 2017) has connected the
previously developed student models with the learning processes defined in the KLI
framework. They propose a mapping between the importance of different modeling
aspects and the learning processes defined in KLI. For example, they suggest that a
model from the logistic models family may be the better choice for modeling mem-
ory and fluency building processes because of the gradual change in the knowledge
state during these processes. Similarly, they argue the BKT would be more fitting
for modeling understanding and sense-making processes as BKT models a transition
from unknown to known state. Pelanek (Pelanek 2017) used the KLI (Knowledge-
Learning-Instruction) framework because it facilitates a direct connection between
learning processes and student models. This is achieved by defining both processes
and models at the same level, specifically in terms of knowledge components or skills.

Similarly, our work aims to fill the gap between student modeling and the underlying
mechanisms of learning processes, in particular the mechanisms that support induc-
tive reasoning. These mechanisms involve collecting information, generalization and
categorization/chunking of that information, then recalling them in appropriate situa-
tions. Prior research provides evidence that inductive reasoning methods lead to better
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learning, enhanced problem-solving performance, and gaining expertise; thus, there is
a need for further exploration and support of these mechanisms (Haverty et al. 2000).

Our work contributes to this purpose as we are drawing a parallel between the
underlying mechanisms of knowledge/skill acquisition and the phases of inductive
reasoning as defined in a rule learning paradigm within cognitive science research
(Crescentini et al. 2011). This approach allows us to explore these mechanisms at
a finer grain than how they are typically studied within educational contexts, where
cognitive mechanisms are traditionally defined at a higher level of abstraction. This
finer grain of analysis enables us to explore cognitive processes at a level that aligns
with the granularity found in cognitive science. By operating at this level, we can
map our observations to the level of individual knowledge components, maintaining
continuity with traditional approaches, while also making a direct connection with
cognitive science, leveraging insights from the field to inform our analysis. We believe
detecting these mechanisms will provide a deeper insight into students’ behaviors and
individual needs and eventually allows us to design better tutoring systems. Moreover,
this approach holds the potential to promote more interdisciplinary research by creating
a bridge between cognitive science and educational data mining.

2.3 Rule learning

Inductive reasoning is an essential component of learning. It includes collecting
instances of some phenomenon and creating inference rules by recognizing such
instances, detecting the similarities and differences of them, understanding the asso-
ciations between them, and generalizing the learned associations on new instances.
The steps of this process are conceptualized as the phases of rule learning.

Within cognitive science, the way humans go through these phases has been studied
using variations in a rule attainment task (Burgess and Shallice 1996; Crescentini
et al. 2011). These tasks aim to detect three main phases of rule learning: rule search,
rule discovery, and rule following. To do this, subjects respond to a series of stimuli
making one response if they believe that the stimuli are following a rule and a different
response if they are unsure of the rule or think the stimuli are changing at random.
For example, in one version, subjects are given a series of numbers on a computer
screen and rules are represented as a simple mathematical pattern (e.g., +2 resulting
in stimuli 32, 34, 36...) (Li et al. 2012). In another version, subjects see a circular
array of small circles with only one of them being blue. Similar to the first version
described, subjects are asked to give a certain response if they notice the position of
the blue circle changing based on a rule (e.g., counterclockwise 2) (Cao et al. 2016).
Based on clearly defined behavioral indicators during the task, phases of rule learning
can be identified, regardless of the stimuli presentation. This provides a standardized
framework for analyzing learning processes that allows for identification of these states
across different contexts. Specifically, the phases of rule learning were identified as
follows:

Rule search The first response with a new rule and all responses preceding rule
discovery.
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Rule discovery The first response in which the participant indicates they know the
rule.

Rule following The streak of correct responses after rule discovery.

Rule violation An incorrect response after rule following.

While most studies using this paradigm employ abstract tasks, our work aims to
identify these phases in a realistic setting. Our work aims to understand if we can
detect the mentioned phases of rule learning during mathematical problem solving.
Problem-solving tasks can provide rich data on the learning process, allowing for a
more detailed analysis of the different phases of rule learning. By using a problem-
solving task, we keep a controlled and standardized setting for studying rule learning
that also allows exploring it in a realistic learning scenario and making it easier to
compare results across different studies and educational contexts. This could provide
insights into the cognitive processes involved in learning, potentially leading to the
development of more advanced educational technologies.

3 Problem-solving task design

Our task design aims to mirror the structure of rule learning tasks commonly used in
cognitive science research, where participants respond to number sequences associated
with specific rules (Crescentini et al. 2011). As our goal was to explore rule learning
in a real-world learning context, we designed a probability problem-solving scenario,
where each problem consists of multiple steps, with each step associated with a distinct
rule. These rules correspond to the underlying skills or concepts required to solve the
problem step effectively.

We designed our task within the online tutoring system, ASSISTments (Heffernan
and Heffernan 2014). ASSISTments is an online platform that allows teachers to
compose problems with hints, solutions, and interactive materials such as images and
videos that can support problem solving while also providing timely feedback to the
students and diagnostic data about students’ performance to teachers.

We built a problem set consisting of 9 probability problems on ASSISTments. Each
problem was divided into 3 to 4 substeps. Participants were first presented with the
full problem and asked to report how confident they are in solving the given problem
on a scale of 1 (not confident) to 5 (very confident). To move on and actually solve the
problem, participants click the Next Problem button and solve the substeps of the full
problem one by one until they reach the final step that leads them to the solution of
the problem. As part of the task design, we included a prompt below the problem texts
to guide participants toward focusing their attention in different ways that encourage
two distinct ways of using cognitive control. This was done for the purposes of other
research (Unal et al. 2020, 2023) that is exploring cognitive control in problem solving
with an interactive learning environment (see Fig. 1 for a sample problem.).

Each substep of a problem was associated with one “rule.” These rules represent
the skills or formulas required for solving the given problems and are conceptually
similar to knowledge components as both knowledge components and rules can be
understood as discrete units of knowledge that need to be acquired or mastered during
the learning process (Aleven and Koedinger 2013; Corbett and Anderson 1994). We
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Problem ID: PRABNREW Comment on this problem

The probability of owning a cat is 40% and of owning a dog is 50%. The probability of owning both a
cat and dog is 25%. What is the probability of owning either a cat or a dog, but not both?

[ How confident are you in solving this problem? ]\

Select one: 1

1 Not confident at all
2

3 Neutral

4

5 Exactly confident

— 00 ©

Correct!
it pomer| 2

Problem ID: PRABNREW Comment on this problem
Step 1: First, determine the probability of only owning a cat, what is P(only cat)?
[ Think about how this step relates to the goal of the problem)—> 3

Type your answer below as a number (example: 5, 3.1, 4 1/2, or 3/2):

e 100% ®

Submit Answer | Show hint

Fig.1 Screenshot of a sample problem. 1: Participants are asked to rate their confidence level. 2: When this
button is clicked, the second box with the first problem step unfolds. 3: Prompt to bias attention toward the
current step of the problem

had seven different rules associated with the problem steps throughout the problem
set: 1) identifying the number of favorable outcomes, 2) identifying the number of
possible outcomes, 3) calculating probability of an event, 4) finding the probability of
only one event when two events can occur together, 5) finding the probability of either
of the two events happening but not both, 6) finding the conditional probability of an
event, 7) finding the probability of dependent events. We aim to understand how the
students move through the phases of rule learning for these rules as they are solving
the problem steps associated with these rules. For example, for the problem given in
Fig. 1, there are three substeps (one is shown for demonstration purposes). The first
two substeps are associated with rule 4, finding the probability of only one event when
two events can occur together (P (only A) = P(A) — P(A N B)). The third substep
of that problem is associated with rule 5, finding the probability of either of the two
events happening but not both (P (A or B not both) = P(only A) 4+ P (only B)).

4 Corpus

Using the task design we described in Sect. 3, we collected student data over two stud-
ies. Study 1 aims to identify what the phases of rule learning look like in a realistic
learning setting rather than a laboratory-based analog of a learning environment. Given
the potential variance in behavioral indicators compared to the original rule learning
paradigm, the utilization of a thinkaloud protocol serves a crucial role in validating
the rule learning phases through verbalization of thought processes during task perfor-
mance (Ericsson and Simon 1980). We code the thinkaloud audio data to serve as the
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ground truth of the rule learning phases during mathematical problem solving. Study
2 replicates the task design of Study 1, with specific adjustments to the experiment
protocol including the omission of the thinkaloud method in order to collect more nat-
ural behavioral data on the phases of rule learning and minor changes to the problem
set to increase the difficulty to observe a wider range of patterns/configurations of rule
learning phases.

4.1 Procedures

We recruited undergraduate students from a university in the Northeastern USA. Our
recruitment methods included sending emails to student mailing lists and posting flyers
around the university campuses. We recruited students who had completed at most two
university-level math courses to prevent the inclusion of participants with extensive
mathematical proficiency.

Participants came in for an hour-long session and they completed 6 tasks after
providing written consent. (1) First, participants completed a tutorial on using ASSIST-
ments. Using a mock problem, we explained the interface and how they would submit
their answers and request hints if they like. (2) After the tutorial, participants took a
pre-test that consisted of six probability problems on ASSISTments. The structure of
the pre-test questions mirrored that of the main problem set, as they were designed to
assess students’ proficiency in the same skills/rules. The pre-test included two prob-
lems on calculating basic probabilities, two on the probability of dependent events,
and two on the probability of non-mutually exclusive events. Participants solved these
problems as they were solving a regular test, meaning the hints and the feedback
provided by ASSISTments were not available. (3) After the pre-test, participants did
another tutorial following the format outlined in our task design, which consisted
of problems divided into problem steps. (4) After this tutorial, participants solved 9
problems in the format they had practiced in the previous tutorial. (5) After this ses-
sion, participants took a post-test that was isomorphic to the pre-test. (6) Finally, they
completed a demographic questionnaire. Participants were allowed to use a pen and
a scratch paper as well as the calculator on the computer. We used a screen recording
tool with audio to record students’ screen while using ASSIStments.

Study 1 was run in person and included the thinkaloud protocol to collect ground
truth data on the phases of rule learning during problem solving. Participants were
given time to practice thinking out loud during the third task, and they did the fourth
task (the main problem-solving task) thinking out loud. The screen recording tool also
captured the audio data of thinkalouds provided by the participants in this study. A
researcher was present in the room to assist and answer questions from the participant.

Study 2 was run online without the thinkaloud protocol in order to collect more
natural behavioral data on the phases of rule learning. We used Zoom to communicate
with the participants. Participant shared their screen as they were performing the tasks
quietly on ASSISTments to allow us to observe and record their actions.
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4.2 Data

In Study 1, we collected data from 20 undergraduate students (6 male, 14 female)
between 18 and 23 years old (M = 19.45, SD = 1.27). Each student solved 28
problem steps. One student’s data were removed from the dataset as they performed
100% on the pre-test. We had 532 data points from the remaining 19 students and 28
problem steps at the end. Each data point represents a student’s actions and response
times on a problem step.

In Study 2, we collected data from 56 students (14 male, 40 female, 2 non-binary)
without the thinkaloud protocol. Similar to Study 1, students solved 28 problem steps,
which largely mirrored those in the previous study, with minor substitutions of certain
steps as previously noted. In addition to the problem steps, they responded to self-report
prompts after each problem step to indicate their knowledge on the corresponding
problem steps. The responses to these prompts served as the ground truth for the phases
of rule learning in this study, in the absence of the thinkaloud data. Four students were
removed from the dataset due to performing 100% correctly in the pre-test. In total,
this dataset had 2912 data points.

5 RQ 1: identifying the phases of rule learning

In this section, we outline our methodology for addressing “RQ 1: What do the phases
of rule learning look like within a complex learning task?” To answer this question, we
conducted two studies. In Study 1, we used a thinkaloud protocol to capture rich, quali-
tative data on students’ thought processes as they engaged in problem solving, allowing
us to directly observe and code instances of rule learning phases. This approach let us
investigate whether the rule learning phases defined in cognitive science adequately
describe what happens during a real-world task and assess if these phases are expe-
rienced in the same way. As part of understanding rule learning phases in a realistic
learning setting, we also explored whether there is a direct relationship between any
of these phases and learning gains. Since the thinkaloud protocol could interfere with
the natural progression of participants’ problem solving, in Study 2, we removed the
thinkaloud protocol to collect more naturalistic data. We aimed to observe how par-
ticipants progressed through the phases without external prompting, allowing us to
assess if the rule learning phases still emerged similarly and to confirm whether we
could identify the same states in a more authentic problem-solving context.

5.1 Study 1: eliciting behaviors related to the phases of rule learning during
problem solving with thinkaloud data

This study elicited in-depth information by asking participants to verbalize their
thoughts while performing a problem-solving task in a realistic learning environment.
We identified the phases of rule learning by coding the thinkaloud data we received.
In the coding scheme, we had four different labels (rule search, rule discovery, rule
following and rule violation), corresponding to the phases of rule learning as defined
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Table 1 Coding scheme labels and descriptions

Label Description Example

Rule search Substeps where participants clearly “I don’t quite remember how to solve
indicate they are not sure about the this but I'm going to try multiplying
solution or they do not know how to them before I take the hint.”

solve the problem. The participant is
simply guessing the answer or trying to
figure out the right way to solve it

Rule discovery ~ Substeps where the participant has just “Oh! So, we add the probability of just A
discovered a rule and just B.”

Rule following ~ Substeps where the participant explains “We multiply the two probabilities
how they got to an answer and gives together and that is 5/44.”

their response without hesitation.
“Rule following” instances are
representing participants who have
correct prior knowledge on the rule that
is associated with the problem, in other
words, participants who followed the
correct rule were assigned this label

Rule violation Substeps where the participant gave an “Oh I read the wrong thing.”
incorrect response to a previously
acquired rule due to math errors

Follow wrong A special case of “rule following.” “We multiply the two probabilities
Participants who have misconceptions together and that is 0.12.” when the
about the rule would still verbalize correct strategy is adding the two
their answer without hesitation. In this probabilities and the correct answer is
case, they would follow a wrong rule 0.7

they think is correct

in formal rule learning tasks (Crescentini et al. 2011) that we described in Sect.2.3. In
addition to those, we added a special case of the rule following phase that would rep-
resent prior incorrect knowledge on a rule (follow wrong). Unlike formal rule learning
tasks, where rules are presented randomly and learned solely during the task, partici-
pants may have pre-existing misconceptions about the mathematical problem solving
rules presented to them. The labels in our coding scheme and their descriptions with
examples are found in Table 1.

We annotated the thinkaloud data at the problem step level (i.e. each substep of the
problems in the task), where each student utterance was assigned one or more of the
labels corresponding to the different phases of rule learning that we had defined.

In both the formal rule learning task from cognitive science and our real-world
problem-solving task, participants respond to stimuli displayed on the screen, each
associated with arule. While participants encounter repeated instances of these stimuli,
the manner of experiencing the phases differs between tasks. In the formal rule learning
task, each response to a stimulus corresponds to a single rule learning phase, meaning
each stimuli can be labeled as one phase. Conversely, in our problem-solving task,
which involves more complex stimuli (i.e., problem steps vs. a single letter or spatial
location), transitions between rule learning phases can occur within the response time
to a single stimulus. In the problem-solving task, participants may start from a rule
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search phase for a given problem step but can transition to discovering the rule by
carefully analyzing the information provided in the step or seeking a hint, without
needing to see the next problem step associated with the same rule. This contrasts with
the formal rule learning task, where participants must encounter multiple instances of
stimuli associated with the same rule to reach rule discovery. Therefore, we observe
patterns of rule learning phases, in addition to single phases per problem step as
participants may transition between phases within a single problem step.

In Study 1 data, we observed 9 unique patterns or configurations of phases at the
problem step level. These could either be sequences of phases or a single phase expe-
rienced during solving the corresponding problem step. Four of these configurations
occurred more frequently than the others and were: rule following, rule search—rule
discovery (searching and discovering a rule), follow wrong—rule search—rule discov-
ery (following a wrong rule, searching for the correct rule then discovering), and rule
violation—rule following (violating a previously learned rule then following). Less fre-
quent combinations shared similarities with these predominant patterns. We revisited
the thinkaloud data to investigate whether the frequent and scarce patterns represented
distinct phases. We found that students were progressing through the same phases
as the major patterns; however, their articulation of certain phases was less explicit.
Thus, we viewed the minor patterns as truncated expressions of the main ones, where
students exhibited the same cognitive processes but in a more limited or less verbalized
way. For example, one of the main patterns includes “follow wrong, rule search, rule
discovery.” However, we observed a minor pattern that only showed “follow wrong.”
Given that students needed to eventually discover the correct rule in order to move
on to the next problem in our problem-solving task, this minor pattern is essentially
an incomplete articulation of the full process. Behavioral data confirmed that students
did go through “’rule discovery,” even if they didn’t explicitly articulate it during the
thinkalouds. This was evidenced by the fact that students not only found the correct
answer but also consistently applied the same rule in subsequent occurrences of similar
problems. The four predominant groups were used as overarching labels for the whole
data set. Accordingly, data points with less frequent combinations were labeled based
on their resemblance to the predominant patterns. Figure 2 illustrates the frequencies
of each pattern. The results of our data coding efforts showed that in addition to the
“rule search—rule discovery—rule following” sequence that is typical in the standard-
ized task (Crescentini et al. 2011), participants exhibited different combinations of
the rule learning phases. Participants who already possess familiarity with a particu-
lar rule associated with a problem step in our study may consistently remain in the
rule following phase throughout all problem-solving steps linked to that specific rule.
Furthermore, we have observed instances where participants initially hold incorrect
prior knowledge of certain rules, subsequently transitioning from following an incor-
rect rule to searching for the correct one, and ultimately experiencing the phases of
rule discovery and rule following during later encounters with problems linked to that
particular rule.

Moving forward, we explore the relationship between the time spent on the phases
of rule learning and learning gains. To measure learning gains, we took the difference
between the proportion of correct answers in the post-test and the proportion of correct
answers in the pre-test. We extracted the time spent on corresponding utterances in
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Fig.2 Unique configurations of rule learning phases observed at the problem step level

the thinkalouds for the time spent on individual rule learning phases. As time spent
on the rule learning phases may change based on external factors such as individual
differences or the problem step on hand, we converted the data into proportions of
time on different rule learning phases for each participant to have a more uniform
measure. Figure 3 illustrates the relationship between the proportional time spent on
the rule learning phases with learning gain. Zero proportions were excluded as they
indicate that the student did not experience that cognitive state, and including them
would skew the analysis by introducing irrelevant data points. This is particularly rel-
evant for sparsely occurring phases like rule violation. If a student never encountered
a rule violation, including them in the correlation analysis could skew the results by
introducing an artificial baseline, making it difficult to compare with phases that are
more frequently experienced. Results indicate the proportion of time spent on rule dis-
covery is significantly correlated with learning gain R = 0.53, p = 0.021. This result
highlights the role of the rule discovery phase in students’ learning progress. Although
we did not observe significant correlations between learning gains and time spent in
other phases, distinguishing between these phases is still valuable. Accurately detect-
ing how long students spend in earlier, consecutive phases such as “follow wrong” or
“rule search” can enhance the prediction of when the rule discovery phase will occur.
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Fig.3 Correlation between the proportion of time spent on each rule learning phase and learning gains in
Study 1. Each point represents an individual student’s data

5.2 Study 2: collecting naturalistic behavioral data on rule learning phases

Study 1 revealed insights into rule learning phases in a real-world learning task, using
thinkaloud data as a ground truth. A downside of thinkaloud protocols is that they can
slow the participants down or disrupt their natural flow (Ericsson and Simon 1980).
This can affect task completion times and potentially influence their behavior as they
may become more cautious. In Study 2, we replaced the thinkaloud protocol with
lightweight self-report before and after the task, in order to collect more natural in-
task behavioral data on the phases of rule learning. In order to obtain a more varied
distribution of the rule learning phases and to gather ground truth data for the rule
learning phases in the absence of thinkaloud data, we implemented two modifications
to the primary task. First, we exchanged the first two problems in the problem set for
two harder problems. We noticed rule following is the most common phase throughout
Study 1. We expected harder problems would bring more instances of rule search and
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discovery behaviors. Our second change was to move from thinkaloud to self-report
prompts after each problem step for participants to indicate their knowledge on the
problem steps they passed (see Fig.4). Participants were asked to type all the options
that applied to them.

Each option was designed to represent a rule learning phase. We came up with the
options by extracting the most common statements from the participant thinkalouds
for each rule learning phase in Study 1. Options 1 to 5 indicate rule following, rule
search, rule discovery, following the wrong rule, and rule violation phases, respectively.
We integrated the prompt menu directly into the ASSISTments environment (i.e.,
by including them as “problems” in the problem set), so it appeared automatically
after each problem was solved, which helped streamline the data collection process.
We did not observe any clear evidence that the prompts interfered with students’
progression through the experiment. Since the prompts were introduced during the
practice sessions, students became accustomed to them early on and generally used
the prompt menu as intended.

We used participant responses to these questions as the ground truth of the rule
learning phases they went through on the problem step. Figure5 illustrates the dis-
tribution of the most frequent participant responses to this prompt. We first checked
whether the modification of problems changed the rule learning phases observed. The
inclusion of two harder problems at the start seems successful as we see more responses
that correspond to the rule learning phases that were observed less frequently in Study
1. However, rule following was still the most frequent phase similar to what we found
in our first study. Furthermore, the combination of options that were chosen by the
participants aligned with the sequences of rule learning phases for the most part.

One distinction that we noticed is that participants did not always choose all the
options reflecting the phases that occurred together in our first study. For example, a
participant who entered a rule search phase would also experience rule discovery at the
same problem step as they need to find the correct answer to the problem step before
moving on with the task according to our task design, but in the second study we see
some participants chose options 2 (rule search) and 3 (rule discovery) exclusively. This
could be due to how participants perceived the options differently. Some participants
might be more inclined to break down their thought processes into distinct phases,
while others may be more inclined to perceive rule search and rule discovery as
intertwined. Moreover, some combinations of options show participants may have had
different interpretations of the options than what we intended. For example, including
option 5 (rule violation) in one’s selection probably indicates different cognitive states
when we compare two combinations such as 1 (rule following) and 5 (rule violation),
and 4 (following the wrong rule) and 5 (rule violation). Choosing options 1 (rule
following) and 5 (rule violation) would be identical to choosing option 5 (rule violation)
exclusively, indicating an occasional slip of a rule. The nuance is that the participant
wanted to emphasize that they actually knew the rule when they chose option 1 (rule
following), too. On the other hand, if a participant chose option 5 (rule violation) with
option 4 (following the wrong rule) they would acknowledge that they made a mistake
without indicating it was a slip as option 4 (following the wrong rule) means they did
not expect their response to be incorrect.
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Problem ID: PRABQXW6 Comment on this problem

Step 1: First, determine the probability of picking a red ball first,
P(red). What is the probability that the first ball is red?

Think about how you are solving this step.

Type your answer below (fraction): @

|
13 100%

Correct!
Submit Answer | Next Problem \ Show hint
Problem ID: PRABQXW6 Comment on this problem

Please type all the options that apply (e. g. 2, 3)

1 - | already knew how to solve this kind of problem

2 - My first answer was a guess

3 - | found out how to solve this kind of problem after solving this step
4 - | was surprised my first answer was not correct

5 - I made a math/format error

Type your answer below:
8pt ~-B 7 Y S A~A-~ B~

Q x, ¥ @

Fig.4 Students respond to self-report knowledge indication prompts after each substep of a problem

Even though the participant interpretations of the options may slightly vary, the
distribution of phases mostly aligns with our findings from our first study, so we use
the same 4 overarching labels, rule following, rule search—rule discovery (searching
and discovering a rule), follow wrong—rule search—rule discovery (following a wrong
rule, searching for the correct rule then discovering), and rule violation—rule following,
to label the self-report responses for the rule learning phases.

In response to RQ 1, our findings indicate that the traditional phases of rule learning
as defined in cognitive science are not sufficient to capture the complexity of students’
cognitive processes in a realistic learning task. Unlike controlled lab settings, students
in our study exhibited rule learning phases in different sequences, with some transitions
occurring in unexpected orders that are not described in the cognitive science literature.
For instance, we observed patterns where students moved from following an incorrect
rule to rule search and then to rule discovery, as well as cases where they remained in
the rule following phase throughout the task. These findings highlight the need for an
expanded framework to accurately represent rule learning phases in real-world tasks.
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Fig.5 Distribution of participant responses that reflect the rule learning phase they experience in Study 2.
Numbers in the x-axis represent the combinations of options selected by the participants in the self-report
prompts (see Fig.4). The combination of options does not indicate a sequence but rather a co-occurrence.
Some combination of responses that occurred less than 4 times were excluded from this plot

The thinkaloud protocol used in Study 1 provided essential insights, helping to
establish a coding scheme that identifies verbal cues associated with each phase. How-
ever, it also introduced limitations by potentially altering task timing and encouraging
students to verbalize even when they may have otherwise paused. The predominance
of rule following in our data further suggests that the problems may have been some-
what straightforward, potentially limiting the presence of more exploratory phases.
The verbalizations captured in Study 1 can inform a standardized approach for future
research, such as using multiple-choice options for self-reporting cognitive states.
This informed the design of Study 2, where we replaced the thinkaloud component to
capture more naturalistic data and assess the applicability of rule learning phases in
an environment closer to real-world learning.
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6 RQ 2: predicting phases of rule learning on assistments data

To answer “RQ 2: Can we predict what phase of rule learning a student is in during
a problem-solving activity?” we demonstrate our methods to predict the phases of
rule learning for a given student and problem step. We present a two-step approach
to achieve this goal. The first step is to assign one of the 4 labels to each data point
that consists of a participants’ actions and response times. The labels are the different
combinations of phases that we identified at the problem step level in the previous
section: rule following (RF), rule search—rule discovery (RS-RD), follow wrong—rule
search—rule discovery (FW-RS-RD), and rule violation—rule following (RV-RF). We
show the results of two different methods to solve this classification problem. As our
second step, to identify when each individual phase occurs within the predicted labels,
we build a model to estimate the time spent on each individual rule learning phase.
We train and evaluate all models on Study 1 data and we hold out Study 2 data from
all training and use it as a test set as we do not have the ground truth for the second
step of our modeling pipeline (i.e., the exact time spent on individual rule learning
phases) for this dataset. This absence of ground truth in Study 2 stems from the nature
of the data collection process. Unlike Study 1, Study 2 did not incorporate thinkaloud
protocols. In Study 1, we obtained ground truth data for the timing of individual phases
from the thinkaloud data, where the duration of students’ utterances corresponding to
specific phases served as a proxy for the time spent on each phase. However, since
Study 2 did not include thinkaloud protocols, we do not have comparable ground truth
data for this aspect of our modeling pipeline in that dataset. This limits our ability
to calculate prediction error for the second step of the model. However, we instead
present correlations between model predictions and learning gains in Study 2 and
compare these to the corresponding correlations from Study 1, where ground truth
data are available.

6.1 Rule-based classification

We start by examining whether the established identifiers of rule learning phases from
cognitive science-developed in controlled, artificial tasks-can accurately determine
rule learning phases in a realistic problem-solving environment. The conventional
definitions for rule learning phases are well established and linked to response cor-
rectness and rule order (Crescentini et al. 2011). We test the applicability of this model
to real-world learning contexts by implementing a simple rule-based classifier aligned
with these standard definitions. This approach allows us to assess if these predefined
cognitive phases are sufficient for predicting rule learning in a complex setting, espe-
cially given our findings that the sequence and nature of rule learning phases can differ
in real-world tasks. The rule-based classifier we implemented operates by the follow-
ing rules: If the rule associated with the problem step was seen for the first time and a
correct response was given, then the student is assigned a RF (rule following) label for
that problem step. For subsequent occurrences of the same rule, if a correct response
is given, the student is assigned a RF label again. In the case of an incorrect response,
we first check the correctness of the response given to the previous problem step asso-
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Table 2 Confusion matrix of the rule-based classifier

Predicted Label
RF RV-RF RS-RD FW-RS-RD
Actual Label RF 440 3 0 0
RV-RF 0 17 5 0
RS-RD 3 0 23 0
FW-RS-RD 0 4 31 0

ciated with the same rule. If the previous response was correct, we assume that the
student was previously in a rule following state and that the current state represents
a violation of the rule (RV-RF). Finally, if two consecutive responses are incorrect
at first try for problem steps associated with the same rule, the student is assigned
an RS-RD (rule search then rule discovery) label (rule discovery was included as the
participant needs to find the correct answer eventually in order to move to the next
problem step). The algorithm for this method is as follows:

if correct response then
label problem step as RF
end if
if incorrect response then
if previous response to same rule was correct then
label problem step as RV-RF
else
label problem step as RS-RD
end if
end if

The confusion matrix of predicted labels from this model and actual labels from
the thinkaloud data coding results is given in Table 2.

This model is easy to implement and it predicts three labels associated with the
rule learning phases in the literature well without needing an additional data source.
However, since the model is based on the correctness of the responses, it fails to
capture the phase when the correctness of the response was not indicative of the actual
rule learning phase. Specifically, when we answered our first research question, we
discovered a pattern that is not defined in the rule learning paradigm. We found that
participants who give incorrect responses to problem steps are not always in rule search
phase. They may be in a rule following phase where they follow a wrong rule that
they believe to be correct. We named this specific phase “follow wrong” indicating
students who have incorrect prior knowledge on a rule associated with a problem step.
In the rule-based model we present in this section, we do not have a rule for labeling
the follow wrong phase as the correctness of the student’s response is not sufficient
and human insight into student misconceptions or a more sophisticated data-driven
approach is necessary to detect these subtler, less-defined cognitive states.
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6.2 Sequence modeling with hidden Markov models

In this section, we explore a more advanced approach to address the limitations of
the previous rule-based model and to improve our ability to predict subtler cognitive
states. We introduce a hidden Markov model (HMM) to improve our prediction of rule
learning phases, specifically the phases that are not easily identifiable based solely on
response correctness.

An HMM is a statistical model that represents systems with hidden (unobserved)
states, where the system transitions between these states based on certain probabilities.
HMMs are commonly used in modeling sequences of observations, making it a natural
choice for our problem of modeling sequences of problem steps. Moreover, the hidden
states in an HMM can be interpreted as latent cognitive states, which we hypothesize
will map to the phases of rule learning.

We divide the dataset into two groups “follow” (sequences with rule following
behaviors with occasional rule violation) and “acquisition” (sequences where rule
search has been experienced at least once) based on observed patterns in participants’
behaviors. This grouping approach emerged from an exploratory analysis, where we
experimented with different data divisions to identify the best fit for our modeling
task. Initial trials included training a single model on the full dataset and dividing
the data into three groups to capture diverse behavior patterns, but cross-validation
results indicated that dividing the data into two groups provided the most robust model
performance.

We then trained separate models to predict the four labels, we associated with
the phases of rule learning. For the “follow” group, we trained a model tailored to
sequences where students mainly engaged in rule-following behaviors, with occasional
rule violations, as rule search phases were infrequent and thus less relevant for this
subset. Similarly, the “acquisition” group consists of the student rule pairs where the
student went through a rule acquisition process (i.e., experiencing rule search and rule
discovery phases) in the sequence of problem steps associated with the given rule.
Within this setting, rule violations followed by rule following are not prevalent as
much as the acquisition phases.

In these models, the problem steps were represented with a set of features such
as behavioral indicators like whether the student answered correctly, time spent on
the step, first response time, attempt count, first action, as well as contextual features
like problem and step number in order to provide information about the difficulty of
the problem or how far along the student is. While the features we used are naturally
specific to the ASSISTments platform, these features have direct analogs in other
learning environments and subject domains. For example, other ITSs such as Cognitive
Tutor leverage correctness of responses to adjust task difficulty, while platforms such as
ALEKS and Carnegie Learning’s MATHia use time spent on a step and attempt counts
to personalize student learning paths (Anderson et al. 1995; Fang et al. 2019; Ritter
and Fancsali 2016). We used generic features rather than problem set-specific ones to
make our approach more generalizable. While problem set-specific information such
as categorizing/annotating common errors students make on the problem set could
offer additional insight, this would make the model too specific to the current problem
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Table 3 Features that are used in the hidden Markov models to predict rule learning phases during problem
solving

Feature Description

Correct Whether the participant got the problem step correct at first try

Time spent on step Normalized time spent on the problem step

First response time Normalized time spent until the first action of the participant

Attempt count The number of times the participant attempted the problem step

First action Whether the first action of the participant was an attempt or hint request
Problem Problem number

Problem step Problem step number

set. Moreover, categorizing this kind of information would require substantial human
effort. Therefore, we used HMMs with more generic features and we hypothesize their
natural ability to capture the sequential dynamics of observations will allow us to track
how students transition between different cognitive states, including more difficult-
to-detect ones like misconceptions (e.g., “follow wrong”), based on their actions over
time. The full list of features and their descriptions are given in Table 3.

For the hidden states in our models, we proposed two states for the “follow” group
model, as students in this group typically alternated between “rule following” (RF) and
occasional “rule violation—rule following” (RV-RF) states. For the “acquisition” group,
we proposed three hidden states, as students could progress through the sequence
of “follow wrong—rule search—rule discovery” (FW-RS-RD), “rule search—rule dis-
covery” (RS-RD), or remain in a “rule following” (RF) state. After cross-validating
configurations with two to five hidden states, this structure provided the best fit for
our data.

To evaluate the models’ performance on a test participant and rule pair, the first
step is to decide which of the two HMMs to use. We apply both models on the test
instance and the model that gives the highest log likelihood for the given test instance
determines whether the test instance belongs in the “follow” or “acquisition” groups
and the corresponding model is chosen. For example, for a given participant and rule
pair, if the HMM that was trained on the “follow” group has a higher log likelihood
compared to the other model, the given participant was predicted to be in the “follow”
group for the given rule. We evaluated this classification scheme under tenfold cross-
validation with random over-sampling for the minority class. We achieved 84% and
89% classification accuracy for the “follow” and “acquisition” groups, respectively.
The next step is to interpret the hidden states of both models. We print the frequency
counts of hidden states and the rule learning sequences coded in the thinkalouds in
contingency tables to understand how well hidden states estimated from HMMs could
determine the actual rule learning phases (see Tables 4, 5).

Table 4 shows S; and S, predominantly map to RV-RF and RF states. Similarly,
Table 5 illustrates the rule learning state and hidden state mapping for the participants
classified as belonging in acquisition group. We see a clear mapping for RF ($>)
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Table 4 Mapping of observed rule learning states to hidden states for the follow group

Observed Rule Learning States M S

Rule following (RF) 2 290
Rule violation, rule following (RV-RF) 14 0
Follow wrong, rule search, rule discovery (FW-RS-RD) 2 0

This table illustrates how the hidden states S and Sy capture the behavior of students primarily in the
rule following (RF) phase, with occasional rule violation—rule following (RV-RF) instances. The two-state
model is appropriate here as this group rarely transitions through other rule learning phases. The distribution
of observations across S and S reflects the predominance of rule following behavior in this group

Table 5 Mapping of observed rule learning states to hidden states for the acquisition group

Observed Rule Learning States S1 S S3
Rule following (RF) 1 150

Rule violation, rule following (RV-RF) 8

Follow wrong, rule search, rule discovery (FW-RS-RD) 33

Rule search, rule discovery (RS-RD) 13 3 10

This table shows how the hidden states Sy, S», and S3 capture the sequences such as follow wrong—rule
search—rule discovery (FW-RS-RD), rule search—rule discovery (RS-RD), and other transitions not present
in the follow group

and FW-RS-RD (§7) states. However, even though S3 seems to map to RS-RD state
perfectly, we still have some RS-RD instances in S as well.

When we investigated these instances specifically, we found two different behaviors
in RS-RD state. The first group of students indicate that they do not remember how to
solve the current problem step but they will still make a guess. Notice this is different
than our FW-RS-RD (follow wrong—rule search-rule discovery) state as students in
this state respond to the problem step confidently then realize their answer was wrong.
In the second group, the participants indicate they do not remember the solution
similar to the first group, but instead of making an attempt, they make a hint request.
We found that the first group of students was predicted to be in the FW-RS-RD state,
although their true state was RS-RD. These states can only be differentiated through
the thinkaloud data, posing a challenge for our model in distinguishing between them.

6.3 RQ3: estimating the time spent on the phases of rule learning

Since rule learning phases frequently manifest in sequences/combinations during prob-
lem steps in our task, determining the precise timing of each phase becomes essential
to understand how each phase individually influences learning. To address “RQ 3:
Can we estimate the time spent on the different phases of rule learning during prob-
lem solving?” we next estimate the time spent on each individual phase within these
combinations to detect when transitions between phases occur.”

We build a simple model that learns the proportions of time spent on each indi-
vidual rule learning phase based on some grouping factors. We use the rule type,
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Table 6 Root mean squared
errors for time spent on rule

learning phases Follow wrong ~ 26.31 2113 2830 336 163.51
Rule discovery 12.05 10.24 9.39 1.17 55.77
Rule following ~ 7.37 1340 1022 1.66  106.23
Rule search 2267 2824 2808  1.06 14381
Rule violation ~ 13.11 13.54 1446 207 5738

State RMSE Mean Stdev Min Max

the number of times the corresponding rule was seen, and the cognitive control con-
dition that the participant was assigned. As part of a separate set of analyses, this
study included a cognitive control manipulation based on the dual mechanisms of
cognitive control framework (Braver 2012). Participants were assigned to one of two
conditions: proactive or reactive cognitive control. In the proactive condition, par-
ticipants were instructed to continuously think about how each step of the problem
related to the overall goal they had been presented at the start, promoting active goal
maintenance. In contrast, participants in the reactive condition were asked to focus
solely on the current problem step, without considering the overall goal, promoting
a more just-in-time manner of goal maintenance. Although we hypothesized that the
proactive control condition might enhance learning, our analysis found no significant
differences in learning gains between the two conditions. However, participants in the
proactive condition spent more time on the problem steps on average, likely due to
the added cognitive demand of linking each step back to the main goal. We included
the condition as part of the feature set for our analysis, as it influenced time spent on
problems and the overall student experience. Further details on this manipulation can
be found in our previous work (Unal et al. 2020). We included the condition in the
grouping factors as the time spent on problem steps differ between the conditions. In
the training phase, within each group, we compute the proportional time spent on the
seen rule learning phases. To give a prediction on the time spent on the seen phases,
we multiply the total time spent on a particular problem step by the learned propor-
tions. The training is performed on Study 1 data. We first evaluated the model under
a tenfold cross-validation scheme. Cross-validation was done at the participant level,
meaning two participants’ data were left out of training in each fold. The results of
this model are presented in Table 6. The RMSE of the predictions were very close
to the standard deviation of the training data for each rule learning phase. To further
evaluate the predictions of the model, we picked two samples that yielded the best and
the worst prediction error during cross-validation, and we plotted the actual and pre-
dicted values against each other on these cases (Fig. 6). We divided the instances where
the predicted time falls between certain percentiles, such as 10-20%, into the same
decile. Subsequently, we create a calibration plot that plots the average predicted time
against the actual time spent for each decile. We achieved a well-calibrated prediction,
reflecting an accurate alignment between predicted and actual outcomes, would result
in all deciles closely aligning with a 45-degree line on the calibration plot even for the
worst case of a train/test split in our cross-validation experiments.
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Fig. 6 Predicted and actual values of time spent on the rule learning phases demonstrated using samples
that provided the worst and the best prediction performance in cross validation

6.4 Model evaluation on held-out study 2 data

We have built and evaluated our models to predict the phases of rule learning on the
data that we collected from our first study. The next step is to test this model on
our second study’s dataset which we completely held out from all training activities.
Firstly, we run the HMM s on this dataset to determine the rule learning phases. Based
on the rule learning phases found from the first step, we print the hidden states of the
corresponding models and we evaluate the test performance of the models by exploring
the alignment between the predicted hidden states and the actual rule learning phases
in the test data (i. e., responses to self-report prompts in between problem steps).

Table 7 shows the mapping between the hidden states predicted by the model and
the actual rule learning phases for the participants in the “follow” group. Hidden states
S1 and S determine RV-RF, and RF states, respectively. With this model, we achieved
a clear mapping between the hidden states and the rule learning phases as we had in
the training data.

Our results revealed a similar pattern within the “acquisition” group to what we
observed in training as well. Table 8 indicates a clear mapping between S, and RF, and
S3 and RS-RD phases. However, considering the prediction of S; among the different
rule learning phases, we understand that the model has a harder time distinguishing
between the participants in the RS-RD phase and the participants in FW-RS-RD phase.

We initiated our two-step pipeline by leveraging the HMMs that we trained on the
data from Study 1 to predict the sequences of rule learning phases for each problem
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Table 7 Rule learning state and

Indicated Rule Learning Stat S S
hidden state mapping for follow nqieated tue earming Sares ! 2
group on test data 1 7 604
2,3 2 30
4 2 1
5 19 2

1: Rule following, 2,3: rule search—rule discovery, 4: follow wrong—
rule search—rule discovery, 5: rule violation—rule following

Table 8 Rule learning state and

Rule Learning States S S S
hidden state mapping for [ carhine e ! 2 >
acquisition group on test data 1 20 492 3

2,3 83 51 31

4 31 0 0

5 53 0 2

1: Rule following, 2,3: rule search-rule discovery, 4: follow wrong—
rule search—rule discovery, 5: rule violation—rule following

step in the Study 2 dataset. As the next step, in order to explore when individual
rule learning phases take place, we estimate the time spent on the phases within the
sequences that we predicted in our first step using the model we described in Sect. 6.3.
We learn the proportions of time spent from Study 1 data and use them to estimate the
individual time spent on the predicted phases of rule learning in Study 2 data. Then,
similar to Study 1 data, we convert the predictions of time spent into proportions to have
a uniform measure across participants and we explore the relationship between the
predicted proportional time spent on the individual rule learning phases and learning
gain (Fig.7). Results were in line with the analyses from Study 1 data, indicating
a significant relationship between time spent on rule discovery phase and learning
gain. In addition to rule discovery, time spent on rule search also showed a significant
positive correlation with learning gain. Moreover, we noticed participants in Study 2
spent much less time on all the phases other than rule following. These phases involve
scenarios where students are challenged by prior misconceptions (‘“follow wrong”),
gaps in their knowledge (“rule search”) or slipping an acquired rule (“rule violation™).
The decrease in time spent on these phases may be attributed to the changes we
introduced in the problem set in Study 2. The inclusion of more challenging problems
likely afforded students increased opportunities for practice, and enabled them to
achieve rule following phase more quickly, spending less amount of time on rule
acquisition-related phases compared to the participants in Study 1.
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Fig.7 Correlation between the predicted proportion of time spent on each rule learning phase and learning
gains in Study 2. Each point represents an individual student’s data. Similar to Study 1, zero predictions
were removed to only include data from students who experienced the cognitive phase at least once

7 Discussion
7.1 Summary of findings

While instructional interventions within ITSs are grounded in the cognitive processes
that underlie learning, the main focus in student modeling has often been on assessing
whether students will answer the next problem correctly, rather than predicting the
underlying cognitive mechanisms (Peldnek 2017). In this work, our overarching goal
was to demonstrate methods to detect these kind of mechanisms in a realistic learning
environment. We used phases of rule learning as defined in a rule learning paradigm
(Crescentini et al. 2011), as a proxy for these mechanisms. We made this choice
because the phases of rule learning provide an appropriate granularity, specifically at
the level of knowledge components and skills, which aligns with the levels of detail
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typically examined within learning science and intelligent tutoring systems where
cognitive states are traditionally defined at a higher level of abstraction (Koedinger
et al. 2012).

We presented two studies we conducted to explore the phases of rule learning in a
real-world learning context. Study 1 involved participants thinking aloud while solv-
ing problems, which were then coded to identify rule learning phases. A key finding
that emerged from this study was that students demonstrated diverse combinations of
rule learning phases not typically observed in formal rule learning tasks. This included
scenarios where participants, already familiar with a specific rule, remained in the rule
following phase throughout problem solving, as well as instances where they initially
held incorrect prior knowledge, transitioning from following an incorrect rule to seek-
ing the correct one, then experiencing the phases of rule discovery and rule following.
These findings enhanced our understanding of how rule learning manifests in real-
life scenarios and played a crucial role in structuring our predictive models. While our
contributions may not redefine the phases of rule learning, they offer a formalization of
additional behaviors or phases that can be expected in real-world learning contexts. In
our case these were the “follow wrong, rule search, rule discovery” pattern and remain-
ing in “rule following” phase throughout a problem. This formalization, grounded in
experimental observation, provides a roadmap for researchers and designers who aim
to incorporate rule learning into their models of student behavior.

With Study 2, we collected more natural behavioral data by modifying the task
design by removing the thinkaloud protocol and introducing harder problems. We
used participant responses to self-report prompts as ground truth for the phases of rule
learning.The prompts were always answered after a problem was solved, so there was
no interruption to the problem solving process or to the observation of the phases of
rule learning. While it may seem unnatural to have these prompts between problems,
students were introduced to this protocol during the practice phase, so it became part of
their expected routine. These prompts could potentially replace thinkaloud protocols
to some extent. They are certainly less demanding for participants and require less
effort to analyze. However, there is a risk of students misinterpreting the options pro-
vided. This highlights the need for careful consideration of the clarity of the prompts.
To mitigate this, we referred back to the thinkaloud data from Study 1 and used the
most frequently mentioned descriptions of students’ cognitive processing during dif-
ferent phases of rule learning. Even so, we still encountered instances where students
interpreted the options differently than intended. So, while prompts could replace
thinkalouds in some contexts, we should still ensure that misinterpretation is mini-
mized.

Participants’ responses to the self-report prompts aligned with the rule learning
phases observed in Study 1, although some variations in the interpretation of phase
options were noted. Overall, the distribution of phases in Study 2 largely resembled
the findings from Study 1, leading to the adoption of the same labels for rule learning
phases that we later use for prediction. One key difference that we observed was that
students in Study 2 tended to spend less time on the tasks. Study 2 was conducted
online due to COVID-19, and one might assume that the observed reduction in time
spent on tasks was caused by frustration from extensive online learning. However, it
is more likely attributable to the removal of the thinkaloud protocol, as prior research
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indicates that engaging in thinking out loud while performing a complex task can
influence task completion time (Ericsson and Simon 1980; Gill and Nonnecke 2012).
In contrast, the informal feedback from participants was generally positive, with many
indicating that the problem-solving activity helped them learn or recall the topics.

We introduced a two-step approach in which we leverage HMMs to predict
sequences of rule learning phases that students experienced while tackling complex
problems. Even though we could predict the usual phases of rule learning by a simple
rule-based classifier based on the definitions of these states in the literature (Crescen-
tini et al. 2011), using HMMs allowed us to give predictions for the unusual states
that we discovered during a realistic learning task. The hidden states, as revealed by
the HMMs, aligned well with the observed sequences of rule learning phases. Specifi-
cally using this approach we provided reasonably accurate predictions for participants
who initially followed incorrect rules, shedding light on our capacity to detect stu-
dent misconceptions. Identifying and resolving these misconceptions that are caused
by faulty rules or their misapplications is crucial for effectively supporting learning
(Zeller and Schmid 2016). While our simple rule-based model could potentially be
extended to address student misconceptions through methods like incorporating an
error library with a set of hard-coded faulty rules that reflect common misconceptions
or errors that students may make on problems that are associated with particular skills
(Burton 1982) or comparing student answers to expert knowledge (Zinn 2014), such
extensions pose challenges. The existing error libraries may be insufficient in address-
ing the specific misconceptions observed in our task. Alternatively, relying on expert
knowledge would require substantial human input, presenting practical limitations. In
contrast, using HMMs introduced a data-driven approach to solve this problem. This
approach addresses some limitations associated with traditional ways of identifying
student misconceptions while also providing an extension to predicting the phases of
rule learning.

The predictions from our model naturally contained some error. When we inves-
tigated the errors, we found out the model distinguished between different forms of
rule search instances, namely help-seeking and guessing behaviors. We encountered
some instances where the model mistakenly identified “follow wrong” occurrences
as the guessing form of rule search. Addressing this challenge may require further
refinement, potentially involving additional feature engineering or the inclusion of
supplementary data sources to more accurately distinguish between guessing behav-
iors and instances of following the wrong rule. This issue was more pronounced in
the test error. However that could also be due to self-report nature of the ground truth
data that we had in Study 2. Even though self-report measures are very common for
investigating behaviors and mental states in human-focused research, the subjectiv-
ity and response biases inherent in self-report data introduce risk and inaccuracies,
challenging its suitability as ground truth (Gao et al. 2021).

The second step of our approach was to pinpoint the timing of each phase within the
predicted sequences. This decision was motivated by insights from Study 1, where we
identified that the time spent on rule discovery significantly predicted learning gain.
We built a model that predicts the time spent on the individual rule learning phases
for a given participant and problem step instance based on the proportions of time
spent on the rule learning phases on a rule associated with the corresponding problem
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from the training data. The model demonstrated overall good prediction accuracy,
although slightly less for rarer phases. The errors observed were within the range of
the standard deviation of the data. Moving on, we applied the model trained on Study 1
data on Study 2 data to investigate the relationship between the predicted time spent on
rule learning phases and learning gains in Study 2. Our findings revealed a consistent
pattern, with predictions for rule discovery significantly correlating with learning gain
in Study 2 data as well. One difference we observed was that rule search also showed
a significant positive correlation with learning gain. This difference prompted us to
consider the possibility that the distinction between rule search and rule discovery
might have been blurred. This could be attributed to coding errors in the thinkaloud
data or potential errors carried by the first step of our analysis, predicting rule learning
sequences with the HMM, for Study 2. The results suggest that what predicts learning
gain may be the time spent on an integrated cognitive state that is the combination of
rule search and discovery phases, referred to as the rule acquisition stage in literature
(Crescentini et al. 2011).

7.2 Limitations

It is important to note that our results serve as a proof of concept, and there is room for
refinement and enhancement of the model to predict the time spent on individual phases
and its associated features to further improve its accuracy and reliability. Despite these
promising results, our work is not without limitations. First, our sample size was
relatively small, which is common in studies of this nature (Du et al. 2020). However,
the number of problems each participant solved provided a sufficient amount of data
and this made the dataset reasonably robust in size. Additionally, the thinkaloud data
from Study 1 provided rich, qualitative information, which helped us gain deeper
insights into students’ cognitive processes despite the small number of participants.
Moreover, the findings from Study 1 were confirmed by the behavioral data in the
larger Study 2, which reinforces the validity of the conclusions drawn. To mitigate the
risk of overfitting due to the small sample size, we implemented cross-validation at
each step of the modeling pipeline. We performed cross-validation at the participant
level to ensure that data from the same participant were never split between training
and test sets. This prevented data leakage and guaranteed that model performance was
assessed on an unseen set of participants’ data in each fold. Additionally, all model
training was conducted on the dataset from Study 1, and we validated the model on
the entirely independent dataset from Study 2. This further ensured that our findings
were generalizable across different dataset.

Second, we were limited in the control we had over the ASSISTments interface,
which restricted our ability to manipulate what was shown on the screen. However, this
did not appear to affect students’ experience, as they did not interact with components
that were not introduced during the practice runs of the experiment.

Another limitation of our study is the simplicity of the tasks, which was intentional
as we aimed to translate rule learning phases from controlled cognitive science experi-
ments into more realistic problem-solving contexts. In cognitive science, rule learning
phases are typically examined through highly simplified tasks, such as identifying pat-
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terns in sequences of events like numbers or shapes, with the goal of isolating specific
cognitive processes. These tasks provide clear insights into participants’ phases of rule
learning but do not reflect the complexity of real-world problem solving (Crescentini
et al. 2011). When adapting this framework to a problem-solving environment, we
faced the challenge of maintaining the simplicity necessary to detect rule learning
phases while increasing the task’s realism. We opted for a middle ground, designing
tasks that were more complex than traditional cognitive science experiments but still
structured enough to enable detection of these phases. Our contribution lies in suc-
cessfully adapting the rule attainment structure to a problem solving setting, while
balancing the need for detectability of lower-level cognitive phases with the complex-
ity of authentic tasks.

Finally, we focused on a single mathematical learning domain probability problem
solving—which limits the generalizability of our findings. However, we hypothesize
that rule learning offers a unified framework for modeling skill acquisition across
domains. Future work should explore how this framework can be extended to other
subject areas in order to provide further evidence of its domain agnostic potential.

7.3 Implications for intervention and adaptation

One of the most significant advantages of modeling rule learning phases is its abil-
ity to track the learner’s cognitive state continuously throughout the problem-solving
process. Unlike traditional models that rely on performance over multiple problems or
interactions, our approach captures shifts in cognitive processes within a single task.
This granular understanding opens up possibilities for more responsive, real-time inter-
ventions without the need for extensive error libraries or predefined misconceptions.

If we take the misconception case, for example, a student might believe that prob-
ability of two independent events is calculated by adding the two probabilities. This
misconception leads the student to consistently apply the wrong rule across problems.
In a traditional model, these incorrect answers would be recorded, and perhaps, after
enough errors, the system would adapt by offering more practice or general hints.
Indeed, hard coding of the common errors, defining the buggy procedures as triggers,
and their interventions within the tutoring system may overcome this issue (VanLehn
1990); however, these kinds of solutions require substantial human effort and the
defined error libraries might not always be sufficient to capture a broad range of mis-
conceptions that students might have. In contrast, our model detects when the student
is in a misconception state—what we name the “following a wrong rule” phase without
relying on external information about the buggy rules. This phase captures the critical
cognitive moment where the student is applying an incorrect strategy or heuristic.
Upon detecting this pattern, the system can intervene with a targeted counterexample
that directly challenges the misconception. For instance, the system might show the
student that probability of independent events is actually calculated by multiplication.
To deepen this intervention, the system could prompt the student to reflect: “Why do
you think you have to multiply the two probabilities? How does this differ from your
initial expectation?” Previous research (Chi 2009) highlights the importance of con-
fronting misconceptions directly to promote learning. This cognitive conflict through
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a counterexample approach could create the conditions for the student to revise their
faulty understanding.

When the student is detected to be in the rule search phase, the system might provide
scaffolding through hints, guiding the student to discover the correct rule on their own.
For example, it could break down the problem into simpler steps, helping the student
reapply the correct rule to more straightforward cases before gradually increasing
the complexity, in alignment with overlapping waves theory (Siegler 1995), which
suggests that learners often switch between incorrect and correct strategies during
problem solving. This type of intervention upon detecting rule search could support
productive exploration rather than waiting for the student to stumble upon the right
rule after repeated errors.

Once the student moves into the rule discovery phase, where they have found the
correct rule but may not fully grasp how to apply it consistently, the system can
further enhance learning through delayed feedback or metacognitive prompts. Here,
the goal is to help the student reflect on their newfound understanding and consider
how the rule applies across different contexts. For example, after discovering that
multiplying the two probabilities of the independent events, the system could prompt
the student: “Can you explain why this rule works in this situation? How might it
apply to other multiplication problems?” Encouraging reflection in this way draws
from earlier research on the self-explanation effect (Chi et al. 1994), which has been
shown to help students consolidate their knowledge and apply it more effectively in
future tasks.

Finally, as the student progresses through the rule following phase, where they
begin applying the correct rule but may still encounter difficulties in more complex
scenarios, the system can offer additional support through worked examples or analog-
ical reasoning tasks as Gentner et al. (Gentner et al. 2003) have shown that analogical
reasoning enhances rule-based learning, enabling students to apply their knowledge in
new, more challenging contexts. This intervention would ensure that learning is robust
and transferable.

Our current detection model has yielded promising results, demonstrating that the
system can reliably identify distinct cognitive phases such as misconception states and
rule discovery. This provides a critical foundation for implementing the interventions
described above. While these interventions are not yet fully deployed in practice, the
model’s accuracy in phase detection indicates that real-time interventions are within
reach.

Our model’s ability to detect and respond to distinct rule learning phase enables a
level of precision and opens the way for a level of responsiveness that traditional models
cannot achieve. This includes the identification of "additional phases’ or patterns that
may not appear in more controlled settings, such as the “following the wrong rule, rule
search, and rule discovery” pattern, or instances where students remain in the “rule
following” phase throughout a problem cannot achieve. Additionally, because these
phases can be detected continuously, even during pauses or moments of reflection, the
system offers a seamless and ongoing estimation of cognitive states without needing
extensive external information or error annotation. This continuous tracking provides
a more holistic and adaptive learning experience, allowing for interventions that are
tailored to the student’s moment-to-moment cognitive process.
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8 Conclusion and future work

In conclusion, our work advances the understanding of cognitive processes that con-
tribute to robust learning by drawing parallels between rule learning mechanisms and
student modeling. By incorporating these cognitive processes into student modeling,
we open the way for more targeted interventions and enhanced support for learners
at different stages of skill acquisition. In initial stages, the focus is on tasks that are
similar to a “rule search” phase, such as gathering and organizing information related
to the target skill, complemented by strategies like offering students worked-out exam-
ples within ITSs (Renkl 2014). As learners progress, more suitable approaches involve
providing opportunities for practice and real problem solving. This shift aligns with
the goal of automating acquired skills and refining both speed and accuracy (Atkinson
et al. 2003).

Our work has the potential to provide this adaptation in a more continuous manner,
not just across multiple tasks, but even within individual pauses, as the phases of rule
learning occur within the duration of a single problem and they provide an opportunity
to categorize different cognitive activities occur during the pauses.

Moreover, our work introduces an approach for exploring and supporting the under-
lying mechanisms of learning, ultimately fostering the development of more effective
and personalized educational experiences as well as interdisciplinary research for
development of these innovations. One promising avenue for future research is to
extend this work through the integration of multimodal analysis, particularly incor-
porating brain-sensing data. Studies in cognitive neuroscience have already identified
distinct neural patterns corresponding to different phases of rule learning (Cao et al.
2016; Li et al. 2012). Future research can explore how cognitive processes during
learning manifest both behaviorally and neurologically by aligning these neural pat-
terns with the behavioral data we captured. This interdisciplinary approach opens up
exciting new opportunities for collaboration between Al in education and cognitive
neuroscience. For example, intelligent tutoring systems could dynamically adjust their
interventions in real time based on both behavioral and neural data by detecting neural
correlates of rule learning phases. Such advancements could revolutionize adaptive
learning strategies by offering more continuous support that responds not only to what
students are doing but also to what they are thinking. Our work thus lays a foundation
for future studies that aim to combine behavioral and neural data to refine student
modeling especially for multimodal applications.
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