Abstract
Research in brain-computer interfaces (BCIs) has explored a set of methods to capture information about users’ state from brain signals, with the goal of developing adaptive interfaces. The rise of modern artificial intelligence and machine learning methods has been central to the advancement of the BCI field. While these methods show promise for addressing some problems for brain data modeling, there also exist some challenges. We discuss the challenges faced when using deep learning in this field, including the tension caused by the small sizes of brain datasets, issues related to the generalizability of the models and the need for deriving interpretable results from these models. Furthermore, we discuss the approaches we are taking to address these challenges.
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Introduction
Advances in interaction techniques have made computer systems increasingly user-friendly. However, the use of computer systems still depends on a machine-mandated sequence of explicit commands from users. At the same time, humans have limited perceptual and communication capabilities. This presents a communication bottleneck and source of potential error in human-computer interac-
tion [12]. To optimize user experiences and improve task performances, we need computer systems to incorporate more information beyond the explicitly given commands and build a model of the user. Based on the model of the user, the computer would then be able to "understand" the user and adapt its behavior to the individual user according to users' changing states. For example, if an online learning system can gain insight into the learner's cognitive states, it can adapt its behavior to the learner's changing states and provide a better learning experience.

We are exploring the use of measurements of brain activity from fNIRS brain sensors alongside student log data to understand important mental activities during learning [3, 6]. It will allow us to explore novel human-computer interaction paradigms for utilizing sensors that provide passive, continuous, implicit input to interactive systems.

**Background**

Relevant information to build the user model includes the user's intentions, subjective interpretations, and emotions. Research in BCIs has explored a set of methods to capture such information from brain signals. Some notable methods are functional Magnetic Resonance Imaging (fMRI), Electroencephalography (EEG), and function Near-Infrared Spectroscopy (fNIRS). fMRI is an effective technique for brain function imaging in clinical or laboratory settings, but it is not practical for realistic human-computer interaction settings because it is expensive and vulnerable to the existence of metal objects and head movement. EEG has been the main technology used in brain-computer interface research due to its low cost, portability, and high temporal resolution. fNIRS is a relatively new neuroimaging device which measures the changes in oxygenated and deoxygenated blood in the cortex, and also has potential for HCI.

To enable brain data to be used as input to adaptive interactive systems, there is a need to build models that can automatically predict user's states based on the brain signals. With the advancements in machine learning, researchers have attempted to move from offline statistical analysis of the brain data to real-time automated classification of users' state. Traditional machine learning methods, such as Linear Discriminant Analysis (LDA), Support Vector Machines (SVM), k-nearest neighbor (kNN), and Hidden Markov Models (HMM) have been widely applied to detect patterns from brain data [7, 8]. These classifiers gained popularity in the BCIs research community because of their simplicity and low computational requirements. However, these machine learning classifiers can not adequately consider the spatial-temporal dynamics of brain data. The results of these classifiers depend heavily on the features extracted from data. Because brain data signals are time-series, many 'standard' machine learning methods are not designed to identify and extract informative features from brain signals.

**Challenges**

More recent work has investigated using deep learning methods for brain data classification, including Convolutional Neural Networks (CNN), Deep Belief Networks (DBN), and Long Short-Term Memory (LSTM) network [10, 15, 1, 2]. These approaches have shown their ability to detect spatial patterns and short-long-term dependencies from time-series data by automatically extract higher-level features. However, there also exist challenges.

**Size of Brain Datasets**

Collecting and labeling brain data is costly and time-consuming. As such, the sizes of brain datasets are usually small. At the same time, deep learning methods require a large number of training examples, and insufficient training data could lead to the poor performance of deep learning models. For
real-world applications, the accuracy of the models need to be improved [9].

**Model Generalizability**
For real-world applications, users could engage in various tasks while interacting with a system. Therefore, to enable brain data to be used as input for real-word adaptive interactive systems, there is a need to build robust models that can automatically predict user’s states across different tasks. However, previous work in deep learning for BCIs have been focused on modeling a single specific task, and the models built are specially designed using task-specific knowledge. At the same time, different classification tasks based on brain data could have different characteristics. For example, the sizes of datasets could be different depending on the number of trials in an experiment and the number of participants. As such, most models built in previous research fail to achieve satisfactory results when being applied to other tasks, and it remains unclear how to build a model that can generalize across different tasks [5].

**Interpretable Results**
In addition to the outputs from the models, the ability to explain these results is also important for researchers in the BCI community. A main goal in the field of neuroscience is to understand how certain brain activation is linked to specific cognitive processes. Therefore, explaining how the models make specific predictions would be helpful not only in verifying the validity of the model by comparing to the findings in the neuroscience literature, but also in providing insights for further investigation [13]. Furthermore, for designing and building adaptive BCIs, interpretable results can help users understand the behavior of the models and thus enable meaningful interactions with the users. However, little research has been focusing on improving the interpretability of deep learning models for brain data.

**Current Work**
To solve the challenges posed by the small sizes of brain datasets and models’ generalizability, we will investigate self-supervised learning and transfer learning techniques. Self-supervised learning trains a model using labels that are naturally part of the input data, without requiring separate external labels. Transfer learning can store knowledge gained from solving one task and applying it to another related task. By utilizing these techniques, we will have access to pre-trained models, which will then be used as the starting point of the specific task with fewer training data. This would help us improve the performance of models trained on small datasets [4, 11]. Moreover, the transfer learning methods would allow us to investigate the generalizability of models by applying the same model on different tasks. To solve the challenge of model interpretability for brain data, we are planning to research methods for transforming pre-trained deep learning models into explanatory graphs [14].
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