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In human-computer interaction (HCI), there has been a push towards open science, but to date, this has not
happened consistently for HCI research utilizing brain signals due to unclear guidelines to support reuse
and reproduction. To understand existing practices in the field, this paper examines 110 publications, explor-
ing domains, applications, modalities, mental states and processes, and more. This analysis reveals variance
in how authors report experiments, which creates challenges to understand, reproduce, and build on that
research. It then describes an overarching experiment model that provides a formal structure for reporting
HCI research with brain signals, including definitions, terminology, categories, and examples for each aspect.
Multiple distinct reporting styles were identified through factor analysis and tied to different types of re-
search. The paper concludes with recommendations and discusses future challenges. This creates actionable
items from the abstract model and empirical observations to make HCI research with brain signals more
reproducible and reusable.
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1 INTRODUCTION & MOTIVATION

In human-computer interaction (HCI), there has been growing interest in integrating brain-
sensing into interactive systems. The field is developing traction and we anticipate further ex-
pansion as sensor technology becomes more practical for interactive applications. While HCI
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researchers have demonstrated many novel ways of integrating brain data into HCI practice, there
are several challenges that slow progress toward reaching the potential for real-world use.
In particular, HCI research with brain signals requires a diverse skill set, including understand-

ing of brain function, signal acquisition methods, signal processing, and machine learning, in addi-
tion to HCI, design, and software engineering. Each of these aspects is themselves active research
area. This steep learning curve and interdependence of numerous research areas limit the pace of
innovation. To overcome this challenge, researchers often attempt to build on each other’s work.
However, this has been difficult to date, and it is more common to see each research group creat-
ing their own datasets, analysis pipelines, and following their own methodologies to move their
research forward.
A contributing factor to the limited research reuse is the differing norms stemming from re-

search cultures in related fields, making it challenging to publish, reuse, and reproduce work in
HCI venues. Reviewers often have contradictory expectations, depending on their background. In
addition, page limitations and cultural norms result invaluable details omitted that could support
the reproduction, reuse, and extension of published HCI research.
As an example, we consider the creation of adaptive interactive systems that modify system be-

havior based on a cognitive or affective state, measured by brain sensing. Such systems require the
development of real-time capable technology for processing of brain input (including the neces-
sary infrastructure to capture, transmit, and process the data), along with an experiment paradigm
for collecting an appropriate experimental dataset to work with. They also require the implemen-
tation and fine-tuning of user interface components and a strategy to adapt to brain data, as well
as the integration of the components in an application, and finally, some form of user evaluation.
Currently, researchers start from scratch when implementing and studying such systems. This

is not only very costly and time-consuming, but also creates opportunities for errors and requires
extensive expertise in a number of different fields. Under such conditions, reproducible research
and sharing of resources and datasets are especially important for the effective progression of the
field. Once the research is under review in HCI venues, some reviewers may expect rigorous ex-
perimental controls as in neuroscience, while other reviewers may a expect clear demonstration of
usability, and still, others may value highly novel and visionary proof-of-concept demonstrations
over rigorous experiments. In HCI, contributions can be made to the field from many of these
perspectives, and more, but it can be challenging to understand what is valued.
To move towards better reproducibility and sharing of resources, there are two related gaps that

need to be filled. First, there is a need for systematic exploration of the approaches, methods, and
applications in HCI research with brain signals today, to identify common themes and potential
for re-use. This involves identifying recurring domains and applications, types of modeled cogni-
tive and neurological states, methods of integrating brain signals in HCI research, and the method
and sensor for measuring brain activity. Secondly, it is important to study the current practices
for presenting and documenting work in this research area to ensure the feasibility of reproduc-
tion and reuse. Both of these goals require the collection and curation of a large database of HCI
publications that specifically focus on the use of brain signals in HCI research.

1.1 Contributions

This article addresses the gaps described above, providing a foundation for conducting repro-
ducible and reusable HCI research with brain signal data. Specifically, this article reports on:

(1) The curation of a dataset of 110 HCI articles published since 1996 that explore brain sensing.
Through analysis of these published works, we can look at the current state of HCI research
and reporting practices when working with brain signals.
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(2) Systematic analysis of the dataset to compare domains, applications, modalities, measured
mental states, and processes. This work substantiates existing manifestations of HCI research
with brain-sensing today and identifies commonalities as well as heterogeneity within this
emerging, independent research area.

(3) Coming from the broad variety of research identified in (2), we created an overarching exper-
iment model that provides a formal structure for describing HCI research with brain signals.
The experiment model serves as a starting point for further analysis on how experiments in
this field are reported and what aspects may be of relevance (See (4)). The model provides
definitions as well as examples for each aspect and is evaluated by a group of external experts.
This step creates an abstract foundation of experiment reporting beyond individual articles.

(4) We compare the experiment model with the reality of the curated dataset of HCI articles.
We perform statistical analysis to investigate the structure of experiments and experiment
reporting in a data-driven way. This provides an evaluation of the model as well as analysis
of reporting structure and reporting gaps, and reveals connections to the different sub-groups
identified in (2).

(5) Informed by our data-driven analysis of current practices within and outside of HCI, we
derive a set of recommendations and considerations for future authors and reviewers and
discuss future challenges. This creates actionable items from the abstract model and the em-
pirical observations in the analysis.

2 RELATEDWORK

Multiple processes have been developed that support the goal of reproducible research, such as
citable open data repositories and pre-registration (such as the Open Science Framework1 or
Zenodo2). More and more, publication outlets and funding agencies expect the publication of
recorded data to ensure that other researchers can check the reported results, but also benefit
from the investment of time and money. It should be noted that open data (in the sense of releas-
ing purely the raw recorded data) on its own is not enough to ensure replicable research: If the
data is not well-documented, the ability of independent researchers to reproduce or build on it
is restricted. This challenge in the curation process of open data is related to the long tail of sci-
ence. This term describes the phenomenon that most data is produced in small, individual research
projects with specific applications, domains, or restrictions in mind (see [42] for an analysis of
this phenomenon in the field of neuroscience). Making this data accessible to other researchers
requires a joint understanding, or even better, a formal model of how the data should be shared
and what information is necessary to use the data successfully.
Disciplines like genomics [64], systems biology [146], enzyme activities [135], and materials

science [113] have developed explicit models which allow the description of experiments in a
common language on the basis of common attributes, enabling re-use of data. An experiment
model provides a list of mandatory or optional attributes, each of which describes a specific as-
pect of an experiment. Attributes are structured in categories of related items. Often, these models
are associated with software ecosystems that support the documentation, publication, and query-
ing of data. For example, STRENDA DB offers an experiment model to describe research data on
enzyme activities with a minimum amount of information using 15 attributes describing the en-
zyme itself, the determination method, and the results [135]. Even such a minimal experiment
model was shown to prevent common documentation gaps in the literature [53]. Consequently,
over 50 publishers, e.g., Nature and PLoS, already recommend using such a model as part of the

1https://osf.io/.
2https://zenodo.org/.
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publication workflow.3 More domain-independently, O’Connor et al. [100] suggested a generic
model to describe metadata associated with scientific experiments with semantic descriptors.
In other fields, some of which are closely related, there are standard practices in place to facilitate

reproduction and reuse of prior work, building a solid foundation that later research can build on.
For example, the field of neuroscience has invested much effort into the creation of standards for
published datasets with a joint documentation model, such as the OpenNeuro initiative.4 Assess-
ment of the impact of shared brain imaging data on the scientific literature has found that sharing
data can “increase the scale of scientific studies conducted by data contributors, and can recruit
scientists from a broader range of disciplines” [89]. Babaei et al. [9] extracted published practices
of EDA recording and analysis and published a structured and modifiable version of the result-
ing model5 and similarly, Bergström et al. [13] analyzed reporting strategies for Virtual Reality
experiments and distilled a checklist for future publications. For structured publication and docu-
mentation of experimental processes, approaches like open electronic lab notebooks (e.g., “Open
Lab Book”6) have emerged, offering this opportunity. In the field of machine learning, which is
often applied to brain signals, it has become increasingly common to publish executable code on
the basis of open toolkits and programming languages, often on version control platforms such as
GitHub. This overcomes the difficulty of reporting all algorithm parameters in a page-limited arti-
cle. The “Articles with Code” database7 provides a repository for publications with associated code.

There also exist unifying initiatives in the brain-computer interfaces (BCI) community,
which has some overlapping as well as some clearly distinct goals from the HCI community. The
BNCI Horizon 2020 initiative [17] is a large-scale effort for standardization in conceptualizing and
communicating of BCI technology. A difference to the approach in our article is that the BNCI
initiative is mostly driven by the BCI community, and focuses strongly on aspects of signal pro-
cessing and machine learning. We will see later that many applications of brain signals in HCI are
not BCI-related (i.e., do not involve real-time processing of brain activity) and we also argue that
the HCI community of researchers using brain signals overlaps with the BCI community to some
extent, but is ultimately different from it and exhibits different needs for publication. The BNCI
initiative outlines four main challenges, including the lack of a “common terminology” and the
absence of “curated benchmark datasets.” It also acknowledges that “the BCI community might
not be fully aware of relevant work in other fields,” highlighting the need for communication in
interdisciplinary formats, which are a staple of the HCI community. In the context of this initiative,
there also exists a database8 of shared BCI datasets, all documented in a relatively homogeneous
format, with a focus on the data structure and semantics. In one of the few conceptual works
in the field, Kosmyna and Lécuyer [68] establish a conceptual framework to characterize differ-
ent works using brain signals along four axes (some with sub-axes) related, for example, to the
type of input or the underlying neural mechanism. Many other reviews in BCI literature summa-
rize parts of the research landscape systematically: For example, Aricò et al. [8] discussed passive
BCIs that are developed for use outside the lab, and Lotte et al. [82] explored BCI in combina-
tion with Virtual Reality (VR) technology. While these reviews give a good overview on the
state-of-the-art methods, they do not have a particular HCI focus and do not discuss experiment
conduction and reporting. In contrast, a recent monograph provides an introduction and review of
brain input research from an HCI perspective [129], but is not centered on experiment reporting,

3https://www.beilstein-institut.de/en/projects/strenda/journals/.
4https://openneuro.org/.
5https://edaguidelines.github.io/.
6https://openlabnotebooks.org/.
7https://paperswithcode.com/.
8http://bnci-horizon-2020.eu/database/datasets.
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reproducibility, and reuse. In comparison to past publications, our article focuses on a tailored
subgroup of articles, namely HCI-centric work which uses brain data. This focus gives us the
opportunity to dive deeper into the specific characteristics of these articles and their reporting
practices. However, this does not mean that the other meta-analyses in BCI are not applicable;
indeed, we find that many of their observations regarding good research practices are a common
thread which we also encounter here.
The Association for Computing Machinery (ACM) has introduced an alternative approach

to strict enforcement of particular practices. It instead uses positive reward mechanisms through
the concept of badges that reward the publication of artifacts, such as code or data, for reproducing
research results.9 This approach has seen adaption at some ACM venues, such as ACM RecSys,10

however, it is not yet widespread at HCI conferences. We think that is because HCI is not a purely
computational discipline, but a field that combines computational, experimental, analytical, and
human-centered aspects; thus, it may not be clear what information is needed and expected for
reproducible research.
Still, efforts toward reproducible research and an open data culture have reached the HCI com-

munity as well and have sparked discussions about the utility and necessity of replication studies
in HCI [57],11 the benefits and challenges of open source and open data publishing [37], the use of
pre-registration [29]. This resulted in changes to incorporate reproducibility and transparency in
the review process of HCI conferences, such as ACM CHI.12 Besides CHI and ACM, several other
publishers which are relevant to the HCI community13 encourage their authors to publish their
experiment protocols and refer to them within the corresponding manuscript. Despite such initia-
tives on an organizational level, Wacharamanotham et al. [143] investigate the status quo in the
transparency of CHI research artifacts and come to the conclusion that most researchers do not
publish their research artifacts due to misunderstandings about possible options and the reasons
behind making them available. Echtler and Häußler come to a similar conclusion with regards to
open-source publication of HCI software [37]. We find that in a diverse and interdisciplinary field
such as HCI, it is not always clear what this should look like and how it applies to each sub-field
within HCI. By examining current practice in the HCI subfield using brain signals, our article takes
initial steps toward building this understanding.

3 LITERATURE DATABASE CURATION

In this section, we describe our methodological approach to collecting and curating a large data-
base of publications on the use of brain signals in HCI research. We created the database with two
central goals in mind. First, we wanted to identify how the field is structured in terms of domains,
employed sensor technology, common brain input paradigms, recurring cognitive and neural con-
structs, and other attributes. Additionally, we looked at factors that are often tied to reproducibility,
such as the number of participants and the number of times the data or artifacts of a article were
actually building on another study. The methods and results of this investigation will be presented
in Section 4. Second, we wanted to systematically categorize and statistically analyze the current
reporting practices, looking for commonalities as well as gaps, with an eye toward reproducibility
and reuse of brain signal research in HCI. The methods and results of this investigation will be
presented in Section 6.

9https://www.acm.org/publications/policies/artifact-review-badging.
10https://recsys.acm.org/recsys20/call/#content-tab-1-1-tab.
11http://www.replichi.com/.
12See https://chi2020.acm.org/blog/changes-to-the-technical-program/#more-1870.
13E.g., https://plos.org/open-science/, https://www.hindawi.com/journals/ahci/guidelines/.
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Table 1. Counts of Regarded Articles Per Year

Year Number of Articles Year Number of Articles
1996 1 2011 9
2001 1 2012 8
2002 1 2013 7
2003 1 2014 13
2004 3 2015 16
2006 1 2016 11
2007 1 2017 10
2008 2 2018 8
2009 6 2019 8
2010 3

We considered publications that made use of brain signals in combination with HCI methods.
This often falls into two categories: (1) the application of HCI methods to systems employing brain
input (e.g., usability evaluation of a brain-based adaptive system), or (2) the use of brain signals to
create or enhance HCI methods (e.g., using brain signals to evaluate workload induced by a user in-
terface). In the selection, we aimed at excluding publications that focus solely on the processing of
brain signal data to study signal processing or machine learning techniques, without an intention
to employ the results to HCI-related research questions. To identify such publications, we included
only peer-reviewed articles that were published at dedicated HCI conferences or journals. We sys-
tematically examined contributions from the main proceedings (full articles, accessed through the
official publication platforms, such as the ACMDigital Library) of the following conferences: ACM
CHI, ACM UIST, ACM IUI, ACM ICMI, NordiCHI, ACM CSCW, and ACM UbiComp. As a starting
year, we chose the year of the first international CHI conference, which is 1992. The first eligible
publication was published in 1996 [138]. Table 1 summarizes the counts of regarded articles per
year. Additionally, we considered publications in the following journals: ACM Transactions on

Computer-Human Interaction (TOCHI), International Journal of Human-Computer Stud-

ies (IJHCS), Interactionwith Computers (IWC), and Frontiers onHuman-Media Interaction

(FOHMI).
For a article from any of these venues to be included, it must contain at least one of the search

terms: electroencephalography (EEG), functional near-infrared spectroscopy (fNIRS), MRI,
brain, or BCI (or variants, such as Brain-Computer Interface). In total, we considered publications
from 125 proceedings and journal volumes. From this initial selection, we excluded the follow-
ing entries: (1) Any conference publications that were not considered full articles (e.g., extended
abstracts), (2) articles for which the search term occurred in a different context than anticipated
(e.g., in a article about the “brainstorming” technique), and (3) articles for which the search terms
occurred only in the introduction, related work, or future work (e.g., articles which discuss brain
input as an alternative or extension to their presented work). After applying these exclusion cri-
teria, we ended up with 110 articles eligible for the survey. The created database is available as
supplementary material to the article.
We are aware that the selection of venues excludes some potentially relevant articles from the

analysis, for example, ones focusing on BCI itself, neuroergonomics, or specific domains to which
brain signals can be relevant. While such works can be very important from an HCI perspective,
identifying them among other, less HCI-oriented articles in said fields, is very difficult without
formal filtering criteria. We made this decision to ensure that the authors themselves considered
HCI to be the central contribution in their work, thus minimizing the chance of adding “false

ACM Transactions on Computer-Human Interaction, Vol. 29, No. 4, Article 31. Publication date: March 2022.
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positives” to the database. By publishing research at an HCI venue, authors signal that they
consider their work to be most impactful in the field of HCI. They also use this decision to select
a specific target audience, namely the HCI community for which brain input is one tool among
many, in comparison to a venue dedicated to such systems. As these conferences and journals
employ HCI experts as reviewers and editors, we can assume that the accepted manuscripts indeed
have a focus on HCI. Additionally, the selected venues all put an explicit focus on interdisciplinary
research, which makes it more likely that the publications addresses a wider audience. The fact
that other HCI-oriented research on the use of brain data exists does not limit the generalizability
of our results as we still cover a sample of 110 articles with an in-depth analysis.

4 CHARACTERIZING HCI ARTICLES WITH BRAIN SIGNALS

To gain a better understanding of what HCI research contributions with brain signals look like
today, we systematically explored the curated literature database. We were interested in charac-
terizing the diversity and common themes across published HCI articles, the relationship to other
fields, and the potential for reproducibility and re-use.

4.1 Methods

For each article, we collected a number of “article demographics” to characterize the state of HCI
research with brain signals. On the one hand, we were interested in aspects, which provide a gen-
eral context of the article to study different types of investigations. On the other hand, we looked
at aspects related to the reproducibility of the reported research. These demographics include:

—Application/Domain: For what domain or specific application is the brain signal used? (e.g.,
education, robotics)

— Cognitive/affective state or process: Measured brain activity is usually inspected for specific
patterns related to specific cognitive or affective states or processes. (e.g., error potentials,
cognitive workload)

— Brain signal integration type: These are described in more detail at the end of this section,
and include explicit control, implicit closed loop, implicit open loop, neurofeedback, mental
state assessment, and HCI evaluation.

— Brain signal modality: Which type of signal is used to capture brain activity? (e.g., EEG,
fNIRS)

—Main contribution: From the abstract, we extracted the sentence that summarizes the main
contribution of the article.

—Number of participants: We included this item because a frequent point of discussion in
reviews and studies on reproducibility is the number of participants in an experiment and
the resulting power of the analysis.

— Is follow-up: Is this article a conceptual or concrete follow-up to an earlier publication of the
same or other authors?

— Exploratory or Confirmatory: We look for evidence for whether the analysis is confirma-
tory, i.e., driven by explicit a priori hypotheses, or exploratory analysis to generate new
hypotheses.

The first four categories were inspired by an analysis of the 218 unique keywords authors as-
signed to their articles. Apart from a small number of specific methodological keywords referring
to the type of analysis employed in the article, all keywords could be grouped into these categories.
It is interesting to note that only four generic keywords “BCI” (42 times), “EEG” (49), “fNIRS” (17),
and “human-computer interaction” (13) occur more than 10 times, showing the large variety of
topics covered by these articles.

ACM Transactions on Computer-Human Interaction, Vol. 29, No. 4, Article 31. Publication date: March 2022.
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The employed definitions for the types of brain signal integration are based on the character-
ization presented by Krol et al. [74], extended by additional categories which play an important
role in HCI (neurofeedback and evaluation).14 The categories can first be differentiated in online
and offline use cases of brain input. The online ones are then further differentiated by how the
measured brain activity is exploited. In particular, some systems use explicit or direct control and
others use implicit or passive input [32, 136, 153, 154]. With implicit input, brain signals that oc-
cur naturally are detected passively in real-time, with no special effort from the user. Unlike most
explicit control systems, which often utilize brain data as the primary system input, implicit input
paradigms frequently integrate brain signals as a secondary input channel to interactive systems.
Implicit paradigms can further be broken down into the open loop and closed loop systems. Thus,
the categories that we used for integration type are described below.

— Explicit Control: Also referred to as direct control, paradigms in which mental commands
(such as motor imagery, directing the attention towards a blinking pattern) are given by
the user and these are mapped directly to user interface operations (e.g., cursor movement
or letter selection). These are sometimes categorized into active control and reactive control
paradigms [155], depending on whether brain activity is controlled independent of any ex-
ternal stimuli or in response to external stimuli, respectively.

— Implicit Closed Loop: The initiated response to specific aspects of the measured brain ac-
tivity is designed to directly influence these aspects through online system behavior changes.
For example, a closed loop system could measure workload and adapt the interface specifi-
cally to adjust the user workload.

— Implicit Open Loop:Online use of brain input in which specific cognitive or affective states
or processes from the data is detected and used to inform and adapt an interactive system.
Open loop refers to the absence of any direct or intended coupling of the adaptation back
to the input. For example, when detecting changes in workload, an open loop system may
notify the user.

—Neurofeedback: Online use of brain signals which visualizes or otherwise backchannels
aspects of the captured neural activity (in raw or processed form) to the user, enabling them
to self-regulate their own brain activity consciously (in contrast to processing the brain
activity to adjust the interface as for implicit closed loop).

—Mental State Assessment: Offline processing of brain sensor data for the classification of
specific cognitive or affective states or processes from the data. This analysis is performed
as a self-contained methodological contribution, without leveraging the result further. The
goal is often to transfer the results to an online system at a later point.

—HCI Evaluation: Offline processing of brain sensor data with the explicit purpose of eval-
uating stimuli or a (non-BCI) HCI system offline from brain signal data. While the previous
types of brain signal integration describe HCI approaches that employ a brain input compo-
nent, evaluation is concerned with the use of brain signals to analyze general HCI systems.
In contrast to the mental state assessment, this is not done with the intention of explicit
integration in the system control loop and usually focuses on low-level neural responses in
contrast to high-level cognitive states.

4.2 Results

The earliest article that we identified is from 1996 [138], outlining a vision of using brain signals
among other methods as a control signal for human-computer interfaces. It took five years for the

14[74] also defines the concept of “Automated Adaptation”. We did not encounter any article that qualifies for this kind of
system during our analysis.
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Fig. 1. Frequency of domains/applications in analyzed articles.

Fig. 2. Frequency of mental states or processes modeled (only entries with more than three articles are

shown).

next article [35] to appear and five more for the third one [77]. Since then, the number of articles
related to brain signals in HCI increased steadily over the years. Of all 110 articles, most of them
(42) were published at the ACM CHI conference, which is also the largest venue, and which has
seen continuous articles on the topic each year since 2008. Below, we discuss some findings.

4.2.1 Applications and Domains. We were interested in exploring applications and domains in
which HCI research with brain data was situated. Figure 1 illustrates that there is no single domi-
nant domain or application inwhich brain signals are used for HCI. Even themost frequent domain,
“entertainment/music,” occurs in only nine publications, followed by “education” and “gaming.”
These domains are followed by three recurring application types, namely “text entry,” “ VR,” and
“robot control.” All other domains occurred three or fewer times. However, 41 publications are not
rooted in a domain or specific type of application at all. This shows on the one hand the universal-
ity of brain signals in HCI, but also hints at a current lack of grounding in real-world, ecologically
valid scenarios.

4.2.2 Cognitive/Affective State or Process. To better characterize the different ways of utilizing
brain signals, we look at the constructs which are measured and modeled in the articles. The most
frequent ones are presented in Figure 2. Here, we make the observation that different types of
reporting exist. Some authors frame the modeled constructs from a neurology-centered perspec-
tive, referring to characteristic neural responses such as P300, or steady-state visually evoked
potentials (SSVEP). Other authors frame the modeled brain activity from a cognition-centered
perspective, referring to processes and states such as workload, attention, and so on. It must be

ACM Transactions on Computer-Human Interaction, Vol. 29, No. 4, Article 31. Publication date: March 2022.
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Fig. 3. Frequency of types of brain signal integration.

stressed that both perspectives can refer to the same phenomenon: For example, a P300 is a neural
response to a stimulus that can be explicitly modeled and studied, but it can also be considered as
a correlate of an attention process. We feel that ultimately, it is important to be specific from both
perspectives, as only that guarantees a validity of the measurement, as well as a useful interpreta-
tion of it in an HCI context. Also, by providing both perspectives, there are broader possibilities
for re-use by other researchers. The analysis still reveals the existence of recurring states and pro-
cesses, most notably cognitive workload and attention. Besides, several other “one-off” processes
exist, such as “humor” [12], “presence” (in virtual reality) [133], or “expertise” [31] (all combined
in the “other” category of Figure 2). This indicates the brain signal is employed for a large variety
of purposes and thus has a large potential of impacting different areas of HCI. A consequence is
that it is more difficult as a community to establish common datasets, baselines, and feature sets.
In contrast to narrow, precisely defined low-level neural effects like the P300, high-level cogni-

tive concepts are broader and encompass several aspects. This can mean that cognitive or affective
states, which are actually different (such as stress and workload [120]), are clustered together as
the classifier does not allow a more granular representation. Thus, two articles both concerned
with a construct like “attention” should not be treated immediately as measuring the same aspect.
Fairclough [41] points out that the relationship between measurements and target states (or be-
tween low-level neural features and high-level cognitive processes) is not necessarily a one-to-one
relationship. Thus, an interpretation for HCI purposes needs to take such ambiguity into account
and needs to validate newly defined constructs.

4.2.3 Brain Signal Integration Types. Another important aspect of the existing HCI research is
the type of brain signal integration. This provides insight into the ways brain data is integrated
into HCI research. Figure 3 gives an overview of the frequency of the different categories. Addi-
tionally, Table 2 gives an overview of all regarded articles and how we categorized them according
to integration type. Open loop and closed loop systems, as systems, which adapt to the user’s state,
come closest to the vision explicated by Velichkovsky and Hansen [138] in their 1996 CHI article.
Indeed, they appear regularly in our analysis. However, we also see that even if considered together,
these categories do not form the most frequent type of HCI publication with brain signals. One
reason is that an open or closed loop system requires expertise in recording and processing neural
signals, real-time processing and classification of the data, integration into a non-trivial applica-
tion, as well as experimental paradigms to train and test the systems under realistic conditions.
Consequently, a considerable number of publications concentrate only on parts of this chain, such
as the mental state assessment, but leave out others, such as the actual testing of a quantifiable
usability improvement (these constitute the majority of articles in the “mental state assessment”
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Table 2. Categorizations of All Articles in the Dataset According to the Input Integration Type

Input Integration Type Articles
HCI evaluation [56], [55], [93], [66], [102], [79], [3], [5], [63], [91], [19], [118], [83],

[26], [44], [31], [92], [132], [49], [14], [71], [12], [25], [78], [47], [142],
[133], [134], [28],

explicit control [35], [72], [119], [145], [151], [101], [99], [114], [51], [52], [33], [150],
[98], [106], [76], [90], [70], [69], [103], [39], [84], [65], [95], [36],

implicit open loop [121], [131], [108], [58], [140], [122], [2], [107], [7], [109], [27], [73],
[112],

implicit closed loop [128], [126], [130], [1], [111], [152], [147], [115], [15],
neurofeedback [45], [43], [54], [81], [6],

mental state assessment [138], [77], [50], [23], [154], [61], [157], [139], [110], [125], [11], [88],
[34], [148], [48], [158], [96],

other [127], [123], [104], [85], [21], [136], [87], [41], [38], [10], [4], [24], [97],

category). Systems which are able to bring all components together show that using brain signals
in runtime can yield substantial usability improvements [1, 152] or unlock completely novel kinds
of applications [103].
The largest individual category is “HCI Evaluation.” Here, brain signals are used as a tool to

evaluate or compare specific aspects of the application, such as the workload induced by the user
interface or the degree of distraction by certain sonifications. The benefit of using brain signals
for HCI evaluation is that they are continuous, non-interrupting, and objective measures, which
can be hard to measure otherwise. HCI evaluation approaches often apply brain signals offline,
i.e., they do not require real-time capabilities and single-trial classification. This lowers the bar
for bringing brain signals to productive use compared to real-time systems. Of all articles which
use brain signals in real-time, the majority follow an “explicit control” paradigm, i.e., translating
explicit mental commands into control commands or text. Here, we observe that these articles
more often than not regard a brain-computer interface as the subject of study, which is evaluated
with BCI methods.

4.2.4 Brain Signal Modality. From a technical standpoint, the oldest technology for BCI, EEG,
is still the most prevalent (see Figure 4), as 78% of all articles use EEG as a brain input modality.
As a regularly recurring contender is fNIRS, appearing in 16% of all articles. Three articles employ
MRI for brain imaging. While hybrid EEG/fNIRS interfaces have been a staple approach in more
BCI-oriented research, none of these works have yet found their way into HCI publications.
When taking a closer look at the employed EEG headsets, we can differentiate between

“research-grade” and consumer-grade headsets. The latter group is mainly comprised by the Neu-
roSky Mindwave, the Epoc Emotiv, and the InteraXon Muse. Characteristics of consumer-grade
headsets are a low cost, short setup time, no requirement for electrode gel, and high comfort, but
also a limited number of electrodes in a fixedmontage. There has been an ongoing debate on the sig-
nal quality and susceptibility to artifacts when using consumer-grade devices, where some authors
see a drastic reduction in their validity [18, 116], while others claim them to yield useful neural
data [117, 156], or arrive at mixed conclusions [86]. The prevalence of consumer-grade headsets
is significantly higher (following a McNemar test, p = 0.001) for articles, which are rooted in some
kind of application compared to those without. This shows that the benefits of consumer-grade
headsets outweigh their drawbacks in such situations. Figure 5 breaks down headset types by the
brain signal integration paradigm. This analysis shows that consumer-grade headsets are most
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Fig. 4. Relative frequency of brain measurement

modality.

Fig. 5. Relative frequency of research-grade and

consumer-grade EEG headsets for different brain

signal integration paradigms.

prevalent in neurofeedback applications, where minor measurement errors might go unnoticed by
the user.
A consequence of the omnipresence of artifacts in neural data is that we always need to con-

sider that detected effects could result from such artifacts and not actual neural processes; i.e.,
validation of effects is an important part of the analysis. In complex HCI applications, especially
outside the laboratory, a clear discrimination of neural activity and artifacts is often difficult. This
also means that many published research results which employ brain data in uncontrolled HCI
scenarios without a validation of the underlying neural signals (e.g., when using the output of
commercial EEG appliance as a blackbox) need to be taken with a grain of salt. However, there
is a different perspective to this argument. In their summary of a workshop on BCI in the wild,
Friedman, et al. [46] conclude that while “From a basic research perspective it is essential to dis-
tinguish between information extracted from the brain and other types of information picked up
by the brain sensors”, however “From a practical point of view, however, [they] believe there is no
reason to limit ourselves to “pure” brain interactions”. This seems to be one of the major breaking
points between the fields of BCI and HCI using neural signals (see also Section 4.2.7). Note that
this relaxation of expected “purity” in HCI should not void the aspiration to extract at least some
actual neural information from the recorded data; otherwise, the researchers would be better off
recording muscle activity, eye movement, and so on. directly with more appropriate sensors.

4.2.5 Contribution Types. By analyzing the self-reported main contribution from the abstracts
of the articles, we categorized articles as technical, user-centered, or theoretical contributions. As a
technical contribution, we counted any contribution which was measured using a metric directly
calculated from the brain signal, such as classification performance or significant differences in
neural activation between different conditions. 56.5% of all contributions fall into this category. As
a user-centered contributions, we consider contributions that are measured with metrics related
to the user experience, such as satisfaction or task efficiency. 39% of all articles fall in this category.
As a theoretical contribution, we count any work which is non-empirical, such as a review, or a
conceptual work. Only 2% of all contributions can be considered theoretical.

4.2.6 Number of Participants. One important issue of empirical research and an important point
in the discussion on reproducibility is about the number of participants in a study. Traditionally,
one would expect a power analysis to estimate the ideal number of participants [149]; however,
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Fig. 6. Number of participants by brain signal integration paradigm.

estimating effect size reliably is difficult when each published system is very different from the
others. In the analyzed articles, an average of 20.1 participants appears in the studies; however,
this number is inflated by a few large studies with more than 100 participants. The median is much
lower with 12 participants. This is enough to find large effects (effect size >0.8) under favorable
conditions, but also hints at the fact that reproduction and re-use of published results may help
to strengthen the results; performing complex experiments with neural input technology is time-
consuming and gains little recognition beyond the necessary minimum and distributing this effort
across multiple studies from different laboratories could accelerate progress in the field. Figure 6
breaks down the average number of participants for different input paradigms. We see that beyond
a few outliers, the number of participants is fairly consistent around the reported average for all
paradigms.

4.2.7 Emergence of a Distinct Sub-field. Over the course of this history, the HCI research com-
munity using brain signals has developed into its own interdisciplinary sub-field, drawingmethods
and applications frommultiple different technical and human-centered areas. It is noteworthy that
this community is connected to, but not identical with the conventional BCI community, which
focuses more strongly on clinical applications and technical aspects of using brain signals in real-
time systems. To quantify the independence of the fields, we checked (for the years 2017-2019)
how many of the authors of our analyzed articles were also authors of articles at some of the most
central BCI conferences, the BCI Meeting of the BCI Society, the IEEE Brain–Machine Interaction
Workshop, and the Graz BCI Conference. This analysis revealed that fewer than 10% of all authors
in our survey also appeared at these venues and fewer than 40% of articles have at least one author
appearing. This shows that HCI conferences and journals are not just another publication outlet
for BCI researchers. It also implies that the HCI-focused community may have its own goals and
culture of performing and evaluating experiments. In addition, publishingwork at BCI conferences
often has different expectations as the submitted article or abstract is often not as heavily reviewed
and not considered an archived publication. It should be noted that this does not influence the
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analysis in this section, which only concentrates on the author lists of these publications, not on
their content (while the BCI conferences are not the primary publication outlets of that community,
the attending researchers can still be considered representative).
To illustrate that these fields (BCI and HCI using brain signals) are distinct from each other, we

identified two pairs of articles, each containing one article from each field with a similar topic, and
compare how the articles are structured andwhat kind of information they present (Tables 3 and 4).
This comparison of representatives of the respective fields allows us to see typical differences be-
tween the two fields in approaching common research questions. As exemplary articles, we picked
Szafir and Mutlu [130] and Myrden and Chau [94] for our first pair and Yuksel et al. [151] and
Krusienski et al. [75] for the second. We chose these articles as (i) each pair has the same expressed
goals (of modeling a person’s level of attention from EEG to improve subsequent interactions and
improving P300-based BCI systems, respectively), (ii) they are all reasonably well-cited (254 vs. 44;
35 vs. 774) and published in typical outlets for the respective fields (ACM CHI vs. IEEE Transac-
tions on Neural Systems and Rehabilitation Engineering; ACMCHI vs. the Journal of Neuroscience
Methods), and (iii) are comparable in length (word count: 8797 vs. 11711; 2818 vs. 4239). For brevity,
we denote the articles by Hci1 and Bci1; and Hci2 and Bci2, respectively. We discuss differences
between the articles in six different areas: (a) Motivation, (b) Setting, (c) Construct differentiation,
(d) Signal Processing, (e) Metrics of success, and (f) Validation approaches. Tables 3 and 4 contrast
these areas for the two article pairs.
In summary, we find that Bci1 and Bci2 go deeper into the neural origin of the data and how

signal processing impacts classification performance. In contrast, Hci1 andHci2 go deeper into the
user experience outcomes and a provide greater context of the application and the impact thereon.

4.2.8 Follow-ups, Replication, and Reuse. Of all analyzed articles, only 19% were characterized
by the authors explicitly as follow-up, articles to already published works within or outside our
analyzed dataset. As follow-up, we counted any work which directly linked to previous work con-
ceptually, replicated an experiment setup or re-used artifacts such as an application or processing
code. In most (but not all) cases, this was a direct continuation of previous research of the same
group. We did not find any publications that directly distributed their data or their software arti-
facts. This does not mean that these are not available at all (they might have been published at a
later point in time or are available on request). Both observations indicate the difficulty of building
on existing work.

4.2.9 Exploratory & Confirmatory Analysis. To better understand what kind of research ap-
proaches were used in the studied articles, we investigated how many articles were performing
confirmatory analysis in comparison to exploratory studies. This distinction was introduced to
mainstream HCI research [29] and related disciplines along with the critique of widespread “Hy-
pothesizing After the Results are Known” (HARKing), i.e., unwarranted flexibility in sta-
tistical analysis to adjust the methods to the observations.) and the proposal of pre-registering
research protocols, which requires a clear distinction between confirmatory and exploratory anal-
yses [22, 137]. The difference is particularly relevant when considering follow-ups of existingwork;
while exploratory research warrants confirmatory replications to consolidate or falsify emerging
knowledge, confirmatory research can be considered a foundation for new approaches and exper-
iments. The research and analysis discussed in this article, for example, is exploratory in nature;
we study a new research topic on newly collected data, without explicitly pre-defined hypotheses.
This implies that follow-up research (by the authors or other parties) should confirm the findings
on data from similar fields or future years.
Of all articles in our dataset, none performed a formal pre-registration (and many of these pre-

date thewidespread discussion of this concept). Only a few examples explicitly position themselves
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Table 3. Comparison of Experiment Representation in Two Articles from HCI and BCI (First Pair)

Hci1 [130] Bci1 [94]

Motivation
Targeted “appropriate, effective responses” in
“educational settings”

Expressed the goal to “facilitate greater accu-
racy” of the (active BCI) systems they want to
improve, i.e., they aim for a more technical in
a more focused area of application.

Setting
Implemented their model in a humanoid robot
that performs real-time adaptation; participant
interaction is structured coarsely.

Required participants to perform a selection
task using a traditional P300 speller.

Both studies were conducted in a laboratory setting.
Construct Differentiation

Took a relatively broad strokes approach for
the definition of attention, explicitly stating
that the terms engagement and attention are
used “interchangeably”.

Differentiates three related, but distinct mental
states (fatigue, frustration, and attention) and
manipulates them individually.

Signal Processing
Described a custom mapping algorithm that
builds on the “proprietary” preprocessing of
the consumer-grade EEG hardware.

Elaborated the parameter values for how their
signals were filtered and digitized, but goes
on to state that “all aspects of data collection
and experimental procedure were controlled”
by the BCI system that was used. Choices of
electrode placement, reference, and signal deci-
mation were experiment parameters that were
manipulated over the course of data collection.

Metrics of Success
Looked at objective and subjective outcome
measures, such as task success rate and atti-
tude towards the agent or motivation.

Assessed and compared classification perfor-
mance using the accuracy score.

Validation Approaches
Used a manipulation check to test whether the
attention model reacts to different situations.
They further look at the participants’ objective
and subjective responses to the robot behavior
and differentiate between genders.

Discussed the neural mechanisms potentially
underlying the observed classification perfor-
mance; the authors also discuss how electrode
selection and electrode reduction influence the
classification performance.

as being explicitly exploratory (e.g., [134]) or confirmatory. To still operationalize this distinction,
we scanned the articles for concepts related to confirmatory analysis, as compiled from and the
preregistration guidelines collected by Open Science Framework15: explicitly formulated hypothe-
ses, pre-defined independent and dependent variables, accounting for multiple testing, estimating
effect sizes, and a power analysis to determine an optimal sample size. While many other aspects
play a role in confirmatory research [144], these were the most important ones which also could be
identified objectively. We accounted for common variants in terminology (i.e., “multiple testing”

15https://osf.io/zab38/wiki/home/.
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Table 4. Comparison of Experiment Representation in Two Articles from HCI and BCI (Second Pair)

Hci2 [151] Bci2 [75]

Motivation
Developed a “multi-touch table using [a] P300-
based BCI” to explore “the embedding of BCI
in new HCI situations”

Seeked to “improve classification perfor-
mance” of a traditional P300 speller

Setting
Participants performed analogous selection
tasks using both a traditional P300 speller and
a new “multi-touch system” that relied on a
multi-touch table to detect the presence of ob-
jects and flash the areas beneath them

Required participants to perform a selection
task using a traditional P300 speller.

Both studies used within-subjects, trial-based experiment designs, and performed both offline
and online classification.

Construct Differentiation

Does not greatly differ across the two articles; both describe how participants must “attend”
to a target stimulus in order to select it with their respective P300 systems, but do not attempt
to specifically define or measure “attention.”

Signal Processing
Used MATLAB software provided by the BCI
headset vendor to handle signal acquisition
and classification.

Elaborated the parameter values for how their
signals were filtered and digitized, but goes
on to state that “all aspects of data collection
and experimental procedure were controlled”
by the BCI system that was used. Choices of
electrode placement, reference, and signal deci-
mation were experiment parameters that were
manipulated over the course of data collection.

Metrics of Success
Sought to show that participants who used
their multi-touch P300 system selection suc-
cess that was comparable to a traditional P300
speller

Aimed at determining the set of recording and
classification parameters that resulted in opti-
mal performance for a standard P300 speller
paradigm.

Validation Approaches
Compared the online classification perfor-
mance of their multi-touch P300 system to a
P300 speller, as well as to speller performance
from a prior recent study

Analyzed offline classifier accuracy in a facto-
rial fashion across multiple recording and fea-
ture configurations to determine the optimal
set of parameters, then validated their choice
with another, online classification experiment.

and “[Bonferroni|...] correction”), excluded any uses of these terms which were clearly false posi-
tives (i.e., when using the term “correction” in reference to self-correcting interfaces), and removed
nine articles from the analysis that do not contain any original empirical research. As a result, we
found that 27.7% of all articles defined hypotheses explicitly, and 18.8% do so for (in)dependent
variables. 21.8% of articles perform a correction for multiple testing. 5% of articles mention effect
sizes (all post-hoc when discussing the results), and only one is a statistical power analysis. This
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result shows the openness for innovation and exploration within the HCI community, but also
hints at the fact that the field needs to consolidate its knowledge in a more systematic way.
The samemethod allows us to study the usage of statisticalmethodsmore generally:We find that

93% of articles use basic descriptive statistical methods (keywords:mean, average, median, mode, sd,
standard deviation, standard error, maxim(um|a), minim(um|a), correlation, accurac(y|ies)). Beyond
that, 76% of articles use some kind of statistical modeling (keywords: linear model, nonlinear model,
Gaussian mixture model, factor analysis, pca, test, score, p (<|=), anova).

5 EXPERIMENT MODEL FOR HCI RESEARCHWITH BRAIN SIGNALS

In examining articles covering a broad variety of use cases, it becomes apparent that different
publications contain different approaches of reporting the experiments, even within the field of
HCI. One aspect may be covered in great detail in one article and only briefly touched upon in
another. Sometimes, this is due to the type of research contribution (e.g., whether it involves the
application of machine learning techniques), while other times it is due to cultural differences (e.g.,
method-driven vs. application-driven research).
Thus, to investigate howHCI experiments involving brain signals are described in the literature,

we first define a model of such experiments. The benefit of a model is that it provides vocabulary
and structure for comparing different works and reporting styles and can act as a guideline on
what other researchers report and expect to be reported. An experiment model is a superset of
items, or attributes, occurring multiple times in the relevant publications, which is grouped into
different categories. Each attribute defines a unit of information related to the experiment. Not all
attributes are necessarily applicable to every article. However, they should be general enough to
appear regularly and across a number of applications and use cases.
The model we discuss here was created in an iterative process during initial passes of the sur-

veyed literature: A superset of reported attributes was created, similar concepts (or identical con-
cepts with different names) were grouped together and categories were defined in accordance to
the typical section structure of the articles. This process resulted in the following categories: Tech-
nical aspects of recording, Task description, Participants, Experiment flow, Data processing, and
Brain signal integration. Of course, such an experiment model contains aspects, which may also be
covered in a general model of experiments in HCI or cognitive psychology; however, we opted for
creating a model specific to brain signals in HCI to cover the unique combination of experimental
work in an HCI context together with aspects of cognition, neuroscience, signal processing, and
machine learning. In the future, the model could be extended to cover other types of physiological
interfaces.
In Table 5, we introduce these categories and list the attributes contained within them. Tables 6–

11, in the Appendix, provide further details, including definitions and examples. For each attribute,
we give a definition of the item and present an example taken from the surveyed literature. We
tried to identify examples, which are biased towards amore detailed documentation, but individual
examples may still lack certain information.

6 REPORTING PRACTICES IN HCI RESEARCHWITH BRAIN SIGNALS

In this section, we discuss our analysis to determine what aspects of an experiment the HCI com-
munity considered relevant to report, what structure we could identify through statistical analysis
(compared to the a-priori structure of the experiment model), and what differences we encounter
in relation to the variance of research as observed in Section 4. For this purpose, we annotated each
of the 110 articles, as described in the Section 3 section according to the presence or absence of
each attribute in the presented experiment model (Section 5). Thus, we not only extracted statistics
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Table 5. Summary of the Experiment Model, Listing All Regarded Attributes of HCI Experiments Involving

Brain Signals. Attributes are structured in several categories

Category Experiment Attributes
Technical aspects of recording type of sensor, sensor position, sampling rate, measurement

quality, reference, auxiliary signals, synchronizationwith stim-
uli and other signals, recording environment

Task description participant restraints, output devices, input devices, mid-
dleware/communication, framework/technical platform, task
functionality, architecture, stimulusmaterial, visualization pro-
vided?, timing, code for task provided?

Participants recruitment strategy, incentives, age, gender, occupation, inclu-
sion or exclusion criteria, approval of ethics committee

Experiment flow experiment structure, instructions, training procedure, trial
ordering, repetitions, blocks & breaks, pre-study screenings,
questionnaires

Data processing derivation of labels, data transformation, filtering, window-
ing, artifact cleaning, hyperparameter optimization, outlier
handling, feature extraction, feature selection, learning model,
evaluation procedure, processing code provided?

Brain signal integration brain input effect, type of integration
Tables 6–11, in the Appendix, provide further details, including definitions and examples.

on what was investigated (Section 4), but also how it is reported. We then explore the prevalence
of different attributes across articles and the relationships between different attributes and topics.
The goal of this review was not to judge specific articles for the absence or presence of certain

details, but to get a picture of how experiments are reported today, andwhat differenceswe observe
in the style of reporting for different types of articles. This provides an indication of what aspects
of the experiment model are central to most HCI publications, what parts need refinement, and
what parts are considered niche.

Attributes could be rated as a present, absent, or not eligible (for example, “brain input effect”
for non-real-time studies). Every article was examined by one to four raters (median is 2), pri-
marily authors of the article and research assistants, all with a background in human-computer
interaction, computer science and/or neuroscience, and including graduate students, a senior post-
doctoral researcher, and a professor. We first compiled a set of detailed definitions and examples
for the different attributes and then all raters annotated the same article and discussed the process
to identify any questions or areas that needed additional clarity. Between raters, we arrive at an
agreement rate of 81%. All raters could add additional information (e.g., additional attributes) or
refinements to the definitions of the model during the annotation process. Ambiguities could be
settled through a growing collection of examples and explanations. The annotated list of all articles
as well as the data matrix of ratings is available as supplementary material to this article.

6.1 Prevalence of Experiment Model Attributes

In Figure 7, we show the prevalence of the attributes of the experiment model across articles,
i.e., the relative number of articles reporting the corresponding aspect. We see a large variety of
resulting scores: A number of attributes related to data acquisition are present in nearly every
article in which they are eligible: These include mostly basic signal-related aspects, such as the
type of device/sensor or sensor positioning. On the other end of the spectrum, we find that many
attributes of data processing and machine learning are rarely reported, even if eligible.
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Fig. 7. Prevalence of attributes across all analyzed articles, values indicate the relative number of articles

reporting the corresponding aspect.

Fig. 8. Correlation of model attributes prevalence and article age for selected items, sorted by correlation

coefficient.

One point to consider is that we rated attributes as absent in cases where no information was
given, even if logically possible, because it was not considered by the authors. An example of such
a case is the attribute “participant restraints”. If the authors did not apply any restraints and thus
do not report on this, this is indistinguishable from a situation in which a restraint was applied
but not reported. A consequence of this observation is that it may be necessary to explicitly report
attributes of the model as not applicable, to avoid such ambiguity.
To get a rough estimate of the impact of reporting these attributes, we calculated the Pearson

correlation between the fraction of reported attributes, which were present in a article with the
number of citations per year since publication. This yields a modest, but significant correlation of
r = 0.16 (p = 0.04), indicating that comprehensive experiment reporting may play some role in the
article’s impact and success. Similarly, we correlated the number of reported attributes with the age
of an article, to study whether reporting changes over time globally. The correlation of r = −0.12
is not significant (p = 0.12). For a more detailed view, we repeated this analysis for individual
attributes and found that some attributes, such as questionnaires and methods of synchronization,
appear more frequently in recent publications (occurrence of these attributes correlates negatively
with age), while others, such as participant restrictions or non-standard preprocessing techniques,
occur less frequently in newer publications (occurrence of these attributes correlates positively
with age). See Figure 8 for the attributes with the highest absolute values for r .

6.2 Structure of Experiment Reporting

In the following, we analyze the collected prevalence information on experiment model attributes
to uncover a structure. While the proposed experiment model in Section 5 is structured based on
expert perspective, we also want to investigate a data-driven approach to uncover a structure in
the reported experiment aspects from their occurrence in different articles.
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Fig. 9. Scree plot of variance explained by each factor, resulting from the factor analysis on experiment

model attributes. Based on the leveling slope after factor 10, we decide for this number of factors for further

analysis.

As a first step towards this goal, we investigate the (in)dependence of the different attributes of
the experiment model, to detect aspects that often occur combined and may thus identify a com-
mon category of attributes, which are associated with a specific type of research. Additionally, this
analysis allows us to identify any potential redundancy in the attributes.We calculated the Pearson
correlation between all pairs of attributes across all scores. If r i

max
is the maximum absolute corre-

lation coefficient of attributes i with all other attributes, then the average r i
max

across all i is 0.56,
indicating that on average, the different attributes can indeed be considered sufficiently distinct.
The pair with the highest correlation of 0.89 is “gender” and “age” from the category “participants”.
Still, this correlation analysis showed that patterns of jointly occurring model aspects exist.
We exploited this fact to uncover the structure underlying the analyzed articles, potentially

revealing different reporting patterns for different types of publications. For this purpose, we per-
formed an explorative factor analysis with Varimax rotation on all attributes. The factor analysis
reveals hidden factors. Each factor groups multiple related attributes of the model together. As
the number of factors is usually smaller than the number of attributes, the analysis reduces the
dimensionality of the data, while preserving as much variance as possible. The factor analysis
therefore, allowed us to identify, through a data-driven process, a structure in the form of groups of
experiment-reporting attributes that occur jointly in many articles. To preserve the variance of the
original data, we avoided any scaling of variables or other preprocessing which could influence it.
Figure 9 shows a scree plot of the variance associated with each factor, representing the ex-

plained variance for each resulting factor (factors are ordered by variance in descending order).
This analysis helps us to understand how many factors we want to retain: Factors with high levels
of explained variance are important, interpretable contributors to the overall model, while later
factors explain less and less variance and are usually more difficult to interpret. From this result,
we decided to continue with ten factors, as the curve flattens out after this point.

Figure 10 shows the loadings of all attributes for the first ten factors. The loading of an at-
tribute for a factor can be understood as the correlation between the attribute and that factor.
Therefore, the higher the absolute loading value is, the stronger that attribute is tied to that factor
and predicted by it. On the other hand, a loading of close to 0 indicates the absence of a (lin-
ear) relationship between the attribute and the factor. This allowed us to find interpretations of
these factors. Some of the factors represent well the categories defined by the experiment model.
For example, F1 strongly corresponds to the “participants” category. Factor F2 loads highest on
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Fig. 10. Loadings of all attributes (larger values, represented in yellow, indicate a high loading) for the first ten

factors (F1–F10) in the explorative factor analysis. The order of the attributes reflect the proposed experiment

model categories, with red lines indicating the borders between categories of the experiment model. This

enables exploration of how each factor relates to the experiment model attributes and categories.

attributes from the “experiment structure” category, however it also contains aspects of other cate-
gories, such as “Stimulus Material” (5th highest loading) or “Timing” (7th). Therefore, we interpret
this factor as relating to aspects of “Experiment Design”. Factors F3 and F4 split up the “data pro-
cessing” category of the model, by differentiating between general signal processing techniques
and attributes exclusive to machine learning approaches. Factor F5 reflects the category of “brain
signal integration.” Finally, F6 is related to software-related attributes from the technical aspects.
It should not be surprising that some factors only cover parts of a category as we consider more
factors than categories exist in the experiment model proposal. Further factors then become more
specialized.
While we think that the design of the experiment model and the grouping of attributes in cat-

egories reflects a logical structure, the result of the factor analysis suggests a possible alternative
based on typical use cases. We can formalize these alternative categories in a data-driven way by
standardizing all loading vectors to unit length and then assigning each model attribute to the fac-
tor on which it is loading highest (given the normalized loadings). This way, the attributes are not
grouped by the pre-defined categories but by the data-driven ordering. The result of this process is
shown in Figure 11. Based on the attribute loadings of each factor, we assign semantic categories
that summarize the associated model aspects: F1: Fundamentals, F2: Experiment Design, F3: Data
Processing, F4: Machine Learning, F5: Integration, F6: Software, F7: User Input, F8: Data Acquisi-
tion, F9: Quality Assurance, F10: Recording Conditions.
Finally, we investigated whether there are patterns in reporting, based on various aspects of

the research. Figure 12 shows the average weight of each factor (F1, . . . , F10) for articles grouped
according to different criteria: type of brain signal integration, type of contribution, and type of
headset. The figure shows us that different types of integration set very different foci when re-
porting their experiments. In some cases, this directly results from the nature of underlying study
designs. For example, neurofeedback systems were investigated in controlled experiments less of-
ten than other types of integration, thus, loading lower on F2 (Experiment Design, loading −0.94
vs. a mean of −0.11) and by their nature often do not provide other input techniques besides the
BCI itself, thus, loading lower on F7 (Input, loading −1.12 vs. a mean of −0.10). Similarly, implicit
closed loop systems naturally load highly on F5 (integration, loading 1.33 vs. a mean of 0.16),
while mental state assessment articles focus strongly on F4 (machine learning, loading 0.79 vs. a
mean of −0.03). In other cases, the difference may result more from a different prioritization. For
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Fig. 11. Reorganization of experiment model attributes, sorted to reflect the assignment to factors, red lines

indicate the borders between assigned factors. Loadings of all attributes (larger values, represented in yellow,

indicate a high loading) for ten factors (F1–F10).

Fig. 12. The average weight of factors for articles grouped according to different criteria, illustrating how

strongly (or weakly) different factors of the experiment model are associated with specific groups of articles.

A high (low) value indicates that attributes associated with that factor are reported more (less) frequently

for that type of article than average.

example, articles of the “HCI evaluation” type provide on average the most detailed description
of data processing (F3, loading 0.4 vs. a mean of −0.11), although most of the other articles likely
employ similar techniques as well. Similarly, “implicit closed loop” publications seem to put more
weight on the documentation of the experiment fundamentals (F1) than other types of integration
(loading 0.5 vs. a mean of −0.01). The differences for a type of contribution and type of headset
are much less pronounced in comparison. This indicates that different reporting approaches are
mostly a result of the type of integration and that these categories thus form a useful high-level
categorization.
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7 EXPERT PERSPECTIVES AND REVIEW

In Sections 5 and 6, we explored a model for the description of empirical work in using brain input
with HCI methods and explored the current practices in the existing literature. To understand
what information researchers find to be relevant for reproducing and reusing work, we distributed
an online questionnaire to experts and collected their feedback and comments. This is described
below.

Questionnaire Structure. First, the questionnaire asked for background information about the
participant. Then, it asked questions to understand the extent to which the participant felt that
their own articles were reproducible, followed by questions about their own sharing practices.
The questionnaire then asked about the participant’s experience reproducing or reusing other pub-
lished work. Finally, the questionnaire contained all of the potential experiment model attributes
along with a description and example as in the Appendix. Participants were asked to consider
three contexts: experiment reproduction, (i.e., re-performing the same experiment), data reuse (e.g.,
running different analysis on published data), and artifact re-use (e.g., extending a presented soft-
ware framework with additional functionality). For each of these three contexts, the participants
rated the level of detail needed for each item as one of the following: Not Needed at All, Not Very
Detailed, Moderately Detailed, orHighly Detailed, which have been coded as 0, 1, 2, or 3 respectively.
Throughout, there were opportunities for the participants to provide free comments.

Participants. To recruit experts to the study, we contacted all authors of articles considered in
the previous sections. We received feedback from 12 external experts (from 6 different countries,
ranging from graduate students to full professors from HCI and BCI) in the field who commented
on the model and provided suggestions for minor adjustments. Two participants did not complete
the entire survey, and we include their ratings and responses for the questions that they did answer.

Data and Code Sharing Practices. Four out of ten of the participants regularly share recorded
data, data processing code, experiment processing code, and study materials. Seven out of ten
felt that most of their published studies are reproducible from the information given in the article.
Space limitations were identified by four participants as the barrier to publishing fully reproducible
experiments. In addition, one participant mentioned that the data is often regarded as medical data
that has privacy requirements and cannot be shared and another participant mentioned that per-
mission from the participants may not have been given for sharing. Another participant discussed
the additional time requirements for preparing data for sharing. One participant mentioned that
application or data processing code might not be shared for intellectual property protection.

Experience with Reproducibility and Reuse. We also asked the participants to reflect on any ex-
periences that they have had reproducing study results from published work by other researchers.
All six of the participants who indicated that they have attempted this, expressed that doing so
was challenging and time-consuming in some way. One mentioned getting lower accuracy than
reported in the original article. Another mentioned that lack of documentation about channel po-
sitions, markers, and so on, made it difficult. One response directly contrasted the neuroscience/B-
CI/machine learning journals and the HCI publications, stating that the former is “much more re-
producible” than the latter. Specifically, this participant mentioned that the former provides more
details on algorithms, parameters, and precise timing of the protocol, while the latter is often, but
not always, “vague/generic”. They also pointed out the difference between practices of sharing
code with “BCI/machine learning articles do[ing] it much more often (but not enough).”

Research Community Views on Reproducibility. We also asked participants to rate the level to
which reproducibility is valued in their main research community. Six participants rated it either
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4 or 5 out of 5 (high). Of these, one researcher identified their main fields as perceptual graphics,
and the other five identified BCI as their main research area. The four other participants rated this
as 1 or 2 (not valued highly) and they identified their primary field as human-computer interaction,
cognitive systems, or computer security user behavior, with one mentioning it being “valued in
theory, but no way of receiving credit for it”.

Feedback on Experiment Model Attributes. The participants provided 41 comments to the dif-
ferent model attributes, leading to an incremental improvement of the category definitions. Their
responses showed they rated the attributes of the model with an average of 2.04, with nomodel cat-
egory scoring lower than 1.92. This indicates that the model lists relevant information. Bonferroni-
corrected pairwise Wilcoxon signed-rank tests showed that their importance ratings differed sig-
nificantly depending on whether the experts rated the attributes for the purpose of experiment re-
production, (median importance of 2.26), data re-use, (2.12), or artifact re-use, (2.0). This shows that
the context and viewpoint of the author and reader influence the priority for different attributes.

Summary. Many of the comments about experiences with reproduction and reuse of their own
work as well as that of others align and confirms the motivation of this article. In addition, their
feedback on the experiment model attributes constitutes a preliminary evaluation of the model.

8 DISCUSSION & OUTLOOK

From our observations in the literature survey and the experiment model, as well as the insights
from the expert questionnaire, we derive a number of recommendations.

Exchanging Best Practices

Our analysis showed that different types of articles use different practices and could benefit from
the exchange. For example, we showed a divide between application-oriented andmethod-oriented
HCI research in the types of sensor headsets used and the important trade-off between user com-
fort and signal quality. This divide becomes especially important if we consider that a substantial
number of articles do not report details on aspects related to signal processing, sometimes taking
the output of the commercial systems at face value. On the other hand, the method-oriented com-
munity could learn from others that comfort and user experience matter, and working towards
that is a merit which may even warrant a certain loss of classification performance (but not em-
pirical validity). There is an opportunity for these articles, which have different end goals, to be
written to have broader appeal and potential for reuse. Another cultural difference lies in the way
that the modeled mental states and processes are referred to, i.e., from a neural perspective or a
cognitive perspective. A common vocabulary and a better awareness of similarities and relations
could help to better leverage common resources and insights.
It would also be valuable to turn specifically to the publications of the core BCI community to

transfer some of the relevant standard practices of these experts in experiment design, signal pro-
cessing, machine learning, and the underlying neural processes to the HCI community, to avoid
common pitfalls, especially if they are BCI-specific. In particular, Brouwer, et al. describes six rec-
ommendations related to BCI studies, which include (1) define your state of interest and ground
truth (2) connect your state of interest to neurophysiology, (3) eliminate or address confounding
factors, (4) practice good classification methods, (5) provide insight into classification results and
(6) justify the use of neurophysiology [16]. Jeunet, et al. details best practices related to signal
acquisition, data processing, experiment design, and the user component [62]. These BCI-focused
articles make recommendations that can carry over into HCI research with brain signals.
HCI does not have a consistent record of meta-research and model-building as has helped the

BCI field, (e.g., through the BNCI 2020 initiative), to establish common terms and public datasets.
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Besides improving internal communication, it would also help to make the field more accessible
to HCI researchers who do not yet use brain signals in their research but could benefit from it.

Awareness of the Heterogeneity of HCI Research with Brain Signals

As authors, reviewers, and editors in the field, it is important to be considerate of the heterogeneity
of HCI research with brain signals. To study and organize reporting practices in breadth, we first
analyzed a range of domains, of cognitive vs. neural states, of types of headsets, types of brain
input integration, and so on, to get an understanding of the diversity of concepts a model needed to
cover. This “demographic heterogeneity” directly impacts experiment reporting. For example, the
choice of headset determines whether details about sensor positions, filtering, data quality can be
reported, and the factor analysis reveals differences in reporting for different types of integration.
Our analysis provides some evidence that the HCI research community using brain signals is

different from the traditional BCI community. Furthermore, we showed that even within the com-
munity, there are different sub-communities with different reporting styles. This observation is
not only relevant for future authors seeking guidance, but also for reviewers, who may use our
findings to see what level of detail can be expected on the one hand, but also to recognize the range
of acceptable contributions, on the other hand. Because of the diverse disciplinary backgrounds in
the field, a critical challenge in publishing is the misalignment of expectations (e.g., articles being
criticized for being “too neuroscientific” for an HCI conference, or articles “lacking rigor” when
using commercial devices). Another source of heterogeneity is the wide-spread in the acceptable
number of study participants. Interdisciplinary research then runs into the risk of being “shot
down” by multiple disciplinary reviewers, pulling the article in multiple, opposite directions. This
may discourage attempts at interdisciplinary work, which we consider crucial for the long-term
development of the field. By uncovering the model that represents current HCI research with brain
data, based on existing peer-reviewed publications, further discussion can emerge about expecta-
tions, reproducibility, and opportunities to strengthen future research in the field.
This recommendation should not be understood as a call for a lack of carefulness or willingness

to improve. On the contrary, the diversity in research creates ample opportunity for learning for ev-
erybody, as elaborated in the previous recommendation. For example, researchers need to be aware
and properly address the frequent problems that can lead to overfitting and non-reproducible re-
sults, such as improper handling of artifacts and premature parameter tuning. Utilizing strict val-
idation criteria with pre-defined metrics, and appropriate chronological validation during offline
analysis as well as the use of established processing pipelines can prevent that. However, not all
learning is actionable immediately, e.g., because data has already been collected or necessary col-
laborations with experts from other areas need to be build up. We, therefore, think that in many
cases, the inclusion of a transparent and honest discussion of shortcomings and opportunity for
improvement may be a chance to offset imperfect, but thought-provoking research that others can
build on (see also the third recommendation below).

Creating Opportunities to Build on Each Other’s Work

Our analysis has shown that no publication or series of publications by the same group of re-
searchers covers all aspects in the maximal depth. A reason for this is that complex research on
brain input often involves multiple real-time components for signal processing, machine learning,
and user interface design and no individual researcher is an expert in all of these areas. We rec-
ommend leveraging the fact that the research community in this area is large (396 unique authors
contributed to the articles we analyzed) and diverse. This goal has several implications: First, it is
necessary to provide enough information for others to be able to build on the work. Again, the ex-
periment model can help to provide a sufficient level of detail. Second, we also recommend moving
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away as a community from expecting articles with full end-to-end systems as well as large-scale
user studies all as novel contributions. A publication can have merit if it provides the research
community with an exciting new experimental paradigm, even if the performed user studies has
limitations. Incremental research which reproduces and advances an already published system
can strengthen validity of results and ultimately leads to more mature artifacts. As an important
support for this, researchers should be able to receive credit beyond citation of publications. Plat-
forms like Open Science Framework (OSF) or Zenodo allow the assignment of DOIs to artifacts
(software, data, or technical descriptions) which are not peer-reviewed articles and these can be
referenced in a work that makes use of them. Finally, it should be noted that building on existing
work can also mean to follow-up research on own studies, for example to confirm the results of
an exploratory experiment through validation with independent metrics (e.g., validating a system
for workload classification through a user study measuring efficiency).

Data and Code Sharing

Oneway of reporting experiments, which seems to be still underused in the community is the shar-
ing of data and code for analysis and experimental paradigms. It is important to further explore the
challenges, such as the additional effort it takes to prepare the material with little perceived bene-
fit or recognition. In addition, there may be concerns of increased scrutiny or loss of competitive
edge in an academic race for high-impact publications. An “open” culture of publishing material
could and should lead to a paradigm change, allowing the publication and joint improvement of
research contributions: When an expert in empirical HCI develops an innovative experimental
paradigm but an expert in biomedical engineering identifies areas to improve the published data
preprocessing pipeline, both should be able to get credit for an updated joint work in contrast to
work that is never published.

To move toward increased data sharing in the HCI community, however, there is a need for addi-
tional author and reviewer guidance and support. In some venues, particularly the main research
conferences, the anonymous review is expected, discouraging authors from sharing external links
that may de-anonymize them. However, the article submission systems often do not easily support
the submission of data, code, metadata, and so on. An author submitting a article might not know
the best way to anonymously share their data for review. Similarly, reviewers need guidance about
what level to examine the data, code, and other materials during the review process.

Publishing Expanded Experiment Descriptions

Another recommendation for HCI articles with brain signals is to consider publishing expanded ex-
periment descriptions beyond the conference or journal article. The analysis of the articles shows
that no individual article achieved more than 72% of coverage of all eligible model aspects. The
missing details limit the ability for other researchers to easily build on the work. For example, a
article by Jones, et al. [65] is detailed in its reporting of technical aspects during EEG recording.
Many newer articles omit many of these details. However, the experiment from 2003 is also rel-
atively simple compared to modern experiment designs, such as [6], which in turn covers other
aspects. The analysis shows that journal publications exhibit on average a better coverage of ex-
periment model aspects compared to conference proceedings. This is likely due to the limitations
in space, as brought up in Section 7 by study participants. We, therefore, recommend to make use
of the opportunity to publish supplementary material as offered bymany conferences and journals.
In addition, publication in open data repositories gives the opportunity to share concrete informa-
tion. Both approaches allow to provide unlimited and more technical information. Alternatively,
authors may consider accompanying blog posts or other forms of documentation beyond the pub-
lication manuscript itself. Future work needs to study obstacles for making data available [143],
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especially such reasons which are specific to brain data; one example is the question of long-term
anonymity of brain data, which has implications on the ability to share such data liberally in the
context of data protection and privacy laws.

Applying the Experiment Model

One outcome of the experiment model is that researchers can now compare past and future HCI
publications against the model to identify strengths and weaknesses in reporting. The model was
cross-checked through the analysis with 110 HCI publications to cover a wide range of information
that is considered relevant to the HCI community for experiment reporting. It can therefore act as a
reference for decidingwhat information to present in a publication or experiment description. This
can help researchers to make their research more accessible and reproducible. We also recommend
the consideration of aspects of the model which did not apply to your research, but for which
there may be uncertainty if unreported. An example of such a situation is “participants restraints”:
If a researcher did not restrain participants in any way, it may not occur to them to report this
in the article; however, other researchers may wonder if no restraints were applied or whether
they were not reported. Furthermore, our database can help researchers identify “role models” for
certain types of experiments and certain aspects of experiment reporting. Finally, the experiment
model can also be used by reviewers by providing a check list to guide the systematic and objective
assessment of experiment reporting.

Further Refinement and Expansion of Experiment Model

We have presented an experiment model as a starting point for further discussion, critique, and
extension of the model, as well as identification of the importance of its attributes for different use
cases. One source for improvement might be an alternative structure or even a multi-dimensional
structure, as the statistical analysis of the articles, showed multiple potential approaches to group
the model attributes into categories.
Despite being based on 110 articles, the model cannot cover the full breadth of all relevant ar-

ticles and future use cases. For example, the database currently only contains one article of multi-
user BCI and thus does not reflect the specific aspects of such BCIs, for example how the different
users communicate. Multiparty experiments are complex and may require the experiment model
to cover additional aspects (e.g., in the roles of the different participants) as these designs become
more common. As other novel study designs emerge, the experiment model would need to adapt to
represent these new paradigms. Another possible area of refinement is the description of statistical
analysis and the discrimination of exploratory and confirmatory aspects, which could be formal-
ized beyond our presented analysis (Section 4.2.9), once an explicit discussion of these aspects
becomes more common. Another limitation of our current analysis is that we did not consider
articles in domain-specific publication outlets, such as neuroergonomics or learning research, as
we wanted to focus on HCI venues. From the identified core domains (see Section 4), we can in
the future extend the analysis to publications in these areas.
Finally, the model could also evolve more in the direction of a broader contextualization of

research, documenting how researchers discuss their specific experiment in relation to ethical
concerns and societal implications [40, 59, 60, 67] revolving around the use of brain data in HCI.
Several specialized works present a systematic discussion of these aspects, and list the following
characteristics of ethical issues related to BCIs: personhood, stigma, autonomy, privacy, research
ethics, safety, responsibility, and justice [20, 30]. However, they also note that the discussion of
ethical aspects is not widespread in empirical articles. This is also reflected in our database: Apart
from informed consent, which is the most common one and already covered by the experiment
model, we selected autonomy, safety, and privacy as the most tangible ones from the list above
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and identified the articles which referred to them. When accounting for false positives (e.g., a
discussion about “autonomous driving”), we found that 11.8% of all articles referred to safety (for
example in reference to safety-critical BCI-applications), 6.3% referred to privacy (often in the
context of the data collection), and 5.5% referred to autonomy (for example, in the context of users
with disabilities). This count is also generous, because sometimes the concepts are only mentioned
briefly in the introduction or discussion.

9 CONCLUSION

In this article, our motivation was to characterize the current state of affairs to facilitate future dis-
cussion on reproducibility and reuse of HCI research with brain signals.We studied the diversity of
HCI research using brain signals, with regards to domains and applications, modalities, measured
mental states and processes, and more. From 110 publications since 1996, we showed the large
variety and thus the broad applicability of brain activity measurement to improve or quantify HCI.
The analysis also revealed that the studied field is heterogeneous and composed of sub-categories,
which use different ways of reporting their experiments. We conclude that these differences may
pose a challenge to understand, reproduce, and build on this research.
One result of this work is the creation of an initial experiment model, which acts as a unified su-

perset of recurring aspects of empirical work on using brain signals for HCI purposes. This model
and the example attributes can act as a guideline to structure a report on empirical work in this
area. It can help to reduce the mental workload and uncertainty for both authors and reviewers by
providing structure for publications. Explicating, structuring, and naming different aspects of the
model can facilitate a discussion in the community on what and how to report. The empirical anal-
ysis has confirmed the general structure of the proposed model but also revealed potential alterna-
tives for future explorations. We saw that while some parts of the model define a minimal standard
most articles report on, there are other aspects that are only addressed by parts of the community.
A discussion and re-iteration in the scientific community would be an important follow-up from
this starting point to create a more mature and comprehensive version of the model. This requires
a broadening of perspectives beyond the scope of this article, e.g., through a workshop series at
one of the premier HCI conferences. Wemade the model accessible through a GitHub repository at
https://brain-signals-hci.github.io/experiment-model/, through which interested researchers can
send pull requests to submit suggestions for improvements.
While there is much room for subsequent research, the presented work is an initial step toward

reproducibility and reuse of HCI research with brain signals.

APPENDIX

A DETAILED EXPERIMENT MODEL WITH EXAMPLES

In the tables below, we present the experimentmodel for HCI researchwith brain signals, described
in Section 5. We describe each category and list the attributes contained within them. For each
attribute, we give a definition of the attribute and present an example taken from the surveyed
literature. We tried to identify examples which are biased towards a more detailed documentation,
but individual examples may still lack certain information. An online version which allows to
submit changes is available at https://brain-signals-hci.github.io/experiment-model/.
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Table 6. Experiment Model: Part 1

Aspect of Model Example
Technical Aspects of Recording

Type of Sensor: For a given brain sensingmodality,
report the manufacturer and the specification of the
sensor chain employed.

“The EEG was recorded using a NeuroScan system
with 32 Ag-AgCl electrodes” (Lee et al. [80])

Sensor Position: Report where on the scalp elec-
trodes are positioned. For EEG, this is most often
done in terms of the 10–20 positioning system or its
refinements. For fNIRS, the placement of transmit-
ters and receivers has to be distinguished and the
respective distances need to be reported.

“Electrodes were positioned according to the extended
10-20 system on CPz, POz, Oz, Iz, O1 and O2” (Evain
et al. [39])

Sampling Rate: Report the number of samples
recorded per second in Hz.

“A sampling rate of EEG signals was set as 300 Hz.”
(Terasawa et al. [132])

Measurement Quality: For EEG, the threshold for
the maximum impedance level (in kΩ) is often re-
ported. For fNIRS, no standardized quality measure-
ment exists, different devices provide different ways
of measurement (e.g., photon count).

“electrode impedance was below 5KΩ” (Vi et al. [141])

Reference: Specific to the EEG signal, it is custom
to report the electrode to which the recording was
referenced.

“Two electrodes were located at both earlobes as refer-
ence and ground.” (Terasawa et al. [132])

Auxiliary signals: The brain sensing modality
may not be the only signal, which is captured during
the experiment. Often, other sensors, such as eye
trackers or heart rate monitors are employed. For
these, similar information as for the brain sensing
modality may be reported, especially about the spe-
cific type of sensor and its placement.

“Eye positions were measured with an embedded in-
frared eye-tracking module: aGlass DKI from 7inven-
sun (https://www.7invensun.com).” (Ma et al.[84])

Synchronization with stimuli and other sig-
nals: For analyzing a continous stream of brain sig-
nal data, it needs to be synchronized to the events
of the experiments (and potentially any other sig-
nal sources). This can be done through timestamps,
trigger signals, light sensors or other means and the
method may be reported to determine the precision
of the achieved synchronization.

“A parallel port connection between recording PC
and experimental PC synchronized the EEG recording
with the experimental events, such as the sound onset
and button press.” (Glatz et al. [49])

Recording Environment: This point reports
where and under what conditions the experiment
was conducted. Of relevance can be the conditions
regarding control of light, sound, electromagnetic
fields as well as the positioning of the participant.
This attribute is often illustrated through a photo or
video of the environment.

“#Scanners was presented in an intimate 6 person ca-
pacity cinema, within a caravan [...]. The space had
no windows, low lighting, plush seating, an eight foot
projected image, and stereo speakers. Figure 3 [shows
a] participant wearing the EEG device, experiencing
#Scanners inside the caravan.” (Pike et al.[103])

ACM Transactions on Computer-Human Interaction, Vol. 29, No. 4, Article 31. Publication date: March 2022.

https://www.7invensun.com


31:30 F. Putze et al.

Table 7. Experiment Model: Part 2

Aspect of Model Example
Task Description

Participant Restraints: This attribute relates to
any instructions or physical restraints, which were
in place during the experiment to avoid artifacts or
other undesired effects influencing the signal.

“the participants were instructed to refrain from ex-
cessive movement by keeping arms at rest on the table
in a position that allowed them to reach the keyboard
without excessive movement.” (Crk et al. [31])

Output devices: Describes through which devices
(e.g., computer screen, mobile phone, and so on.) in-
formation and material is communicated to the user.
As many brain activity patterns are sensitive to the
specific characteristics of the stimulation, details of
the presentation may be reported.

“The [...] game stimulus was run on a powerful high-
end gaming PC (CPU: Intel® Core™ i7-6850K @ 3.60
GHz; RAM: 32 GB; GPU: NVIDIA Geforce GTX 1080)
and displayed on a 27-inch BenQ ZOWIE XL2720 144
hz gaming monitor at a 1920x1080 resolution.” (Terk-
ildsen and Makransky,[133])

Input devices: Describes through which devices
(besides the brain signal itself) the user communi-
cates commands and other types of input to the sys-
tem.

“HMD-mounted Leap Motion (https://www.
leapmotion.com) to track participants’ hands.”
(Škola and Liarokapis [142])

User Input: Describes which kind of commands
and input users can enter into the system at which
point of the task. May specify which input devices
are used and whether there are any requirements or
restrictions to the input.

“They had to respond to auditory notifications when-
ever one was presented, with a button press using
either their left or right index fingers. Six notifica-
tions (i.e., 3 complementary pairs of verbal commands
and auditory icons) were pre-assigned to a left index-
finger press and the remaining six, to a right index-
finger press.” (Glatz et al. [49])

Middleware/Communication: For interactive ap-
plications or distributed recording setups, this at-
tribute reports how the different parts communicate
to exchange data, triggers, commands, and so on.

“We wrote a custom Java bridge program to connect
the headset to the Android OS and Unity applica-
tion on the Game tablet. The Java program polled the
headset 60 times a second for EEG power spectrum [...]
We connected the Calibrate tablet to the Game tablet
using WiFi Direct [. . . ].” (Antle et al. [6])

Framework/Technical platform: What software
or development toolkit (in what version) was used
as the foundation to implement the task (e.g., Psy-
choPy, Unity, and so on.)

“The scene was developed using Unity version
2017.3.0f3, for the representation of hands, the realisti-
cally looking hand models “Pepper Hands” from Leap
Motion suite were used (visible in Figure 3).” (Škola
and Liarokapis [124])

Task Functionality: Reports what functionality
the involved software provides to the user (in
the case of a working interactive application) and
how it responds to different user input. For exper-
iments which are based on or inspired by estab-
lished paradigms (e.g., from cognitive psychology),
this source may be reported (e.g., in reference to a
source such as the Cognitive Atlas [105].

“the main task for the study is a multi-robot version of
the task introduced in [27]. Participants remotely su-
pervised two robots (the blue robot and the red robot)
that were exploring different areas of a virtual envi-
ronment. Participants were told that the two robots
had collected information that needed to be transmit-
ted back to the control center. [continues. . . ]” (Solovey
et al. [126])

Architecture: For experiments which involve non-
trivial custom software artifacts, this attribute re-
ports the underlying software architecture, inform-
ing about structure of and information flow be-
tween modules.
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Table 8. Experiment Model: Part 3

Aspect of Model Example
Stimulus Material: For tasks which involve the
repeated presentation of uniform stimuli (e.g.,
pictures to rate, text prompts to enter, and so on.),
this attribute reports the form of these stimuli
(e.g., picture size, length, language, and so on.)
and their source.

“To prepare experimental materials, a dataset
of notifications from the websites Notification
Sounds and Appraw were collected. Seven musi-
cally trained raters were recruited to determine
the melody complexity of the 40 notifications. [...]
(The stimuli can be downloaded at https://goo.gl/
SnZrzG).” (Cherng et al. [25])

Visualization provided?: This attribute reports
visually (through screen shots or video) the task
as shown to the user. If the task has multiple dis-
tinct parts, all of them may be visualized. If the
task is not in English, the visualization may be
accompanied by a translation.

Timing: Reports on if and how the task is (par-
tially) paced by an internal clock, for example, for
controlling the duration for stimulus presenta-
tion or the time time for responding to a prompt.

“Each trial began with a black screen for 3s, fol-
lowed by a fixation dot in the center of the screen
for 200ms. After that, the screen remains clear for
200ms before one of four stimuli was displayed for
300ms.” (Vi et al. [140])

Code for task provided?: Reports on whether
the task is provided in source code or an exe-
cutable file and under what licence. If custom
hardware is involved, this could also include a
blueprint or a circuit diagram.

Participants
Recruitment strategy: How where study par-
ticipants recruited, e.g., through social media, in
class, and so on.?

“A snowball procedure was used to gather the sam-
ple of study participants. The study was adver-
tised via university courses, email and social me-
dia.” (Johnson et al. [63])

Incentives: What compensation (if any) was of-
fered to study participants, e.g., money, class
credit, and so on.? What were the criteria for be-
ing eligible for the compensation?

“Participants received monetary compensation for
their participation (10 Euro).” (Putze et al. [112])

Age: How old are the participants (mean and
standard deviation)?

“mean age 24.53 (SD: 3.00)” (Frey et al. [44])

Gender:With what gender do participants iden-
tify (relative frequencies)?

“2 females and 9 males” (Ma et al. [84])

Occupation: What is the profession or—in case
of students—the field of study of the participants?

“Data were collected from 34 computer science un-
dergraduates at the first two authors’ institution”
(Crk et al. [31])

ACM Transactions on Computer-Human Interaction, Vol. 29, No. 4, Article 31. Publication date: March 2022.

https://goo.gl/SnZrzG


31:32 F. Putze et al.

Table 9. Experiment Model: Part 4

Aspect of Model Example
Inclusion or exclusion criteria: Where there
rules on which participants were eligible to take
part in the experiment and what were these cri-
teria (e.g., handedness, disabilities, caffeine con-
sumption, and so on.)?

“Each of the individuals was enrolled in at least one
computer science course” (Crk et al. [31])

Approval of ethics committee: Was the study
approved by an ethics committee? If so, by which
one?

“the experimental protocol was approved by the
University Research Ethics Committee prior to data
collection.” (Burns and Fairclough, [19])

Experiment Flow
Experiment Structure: Order of different seg-
ments of the experiment, such as instruction, sen-
sor placement, training, debriefing, and so on. For
“in-the-wild” experiments, which do not follow a
fixed, predefined pattern, this attribute may re-
port the boundary conditions and which parts of
the experiment could be.

“•5-10min of explanation (slideshow with a de-
tailed description of the interface), •5min to set
up the hardware, •For each BCI paradigm: 10min
of calibration, familiarization •10min to play the
game •5min of rest •Questionnaires” (Kosmyna
et al. [69])

Instructions: Instructions given to the partici-
pants regarding purpose of experiment, experi-
ment setup, task operations, restrictions, safety
considerations, and so on. If possible, the written
instruction documents may be provided.

“Participants were instructed to focus visual atten-
tion on a target symbol, whilst silently counting
the number of times the target character flashed.”
(Obeidat et al. [98])

Training procedure: This attribute reports
about how the participants familiarized them-
selves with the task. it may report the duration
of training, specific training conditions compared
to the main experiment, and specific training in-
structions.

“All participants first undertook a training task
where they played 15 easy and 15 hard pieces on
the piano. Each piece was 30 seconds long with a 30-
second rest between each piece.” (Yuksel et al. [152])

Trial ordering: For any experiment that is or-
ganized in trials, this attribute reports how the
ordering of the blocks was derived. It may report
whether and how ordering differed between par-
ticipants.

“The order of conditions was counter-balanced
across subjects and participants wore the fNIRS de-
vice during both trials so they did not notice a dif-
ference between the two conditions.” (Afergan et al.
[1])

Repetitions, blocks & breaks: This attribute
reports the larger structure of the experiments,
such as blocks of trials and their duration, order-
ing aswell as pauses between blocks. If applicable
also reports stopping criteria, if these are individ-
ual.

“Each session comprised four testing blocks: two us-
ing club ambient noise and two using city street
ambient noise as standard stimuli. Between any
two consecutive blocks, subjects had three minutes
to rest.” (Lee et al. [79])

Pre-study screenings: Reports any procedures
prior to the experiment that determine the eligi-
bility of a participant for the study, their assign-
ments to an experiment group or other aspects of
the experiment process.

“None of the subjects had any history of brain dis-
ease, drug use, or hearing problems. None had any
musical expertise.” (Lee et al. [79])
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Table 10. Experiment Model: Part 5

Aspect of Model Example
Questionnaires: Reports which questionnaires
were administered before, during and after the
experiment. May give a reference to a published
questionnaire or list the items of a custom one.
May also report when and how often ques-
tionnaires were administered and through what
means (article or computer-based).

“At the end of the evaluation, end-users were asked
to complete the NASA-TLX, the eQUEST 2.0, and
a customized usability questionnaire. [. . . ] After
each session was complete, the therapist station
would automatically open up on the laptop and ask
the user to answer, How satisfied were you with the
BCI session? (with 10 being very satisfied and 0 is
not satisfied) [continues . . . ]” (Miralles et al. [90])

Data Processing
Derivation of labels: Outside neurofeedback
applications the recorded brain signal data is dis-
tributed between multiple groups or assigned a
continuous value. This attribute may report how
the label is derived from the collected data (e.g.,
defined by the experiment structure, by question-
naire responses, or external ratings).

“We considered the mean of the three NASA-TLX
parameters (effort, mental demand and frustration)
to evaluate the overall mental workload. The aver-
age score was thresholded at the mean value of 2
(since the used scale was 0–4) to quantize or char-
acterize a parameter block as inducing low/high
workload.” (Bilalpur et al. [14])

Data transformation: This attribute refers to
all processing steps which transform raw data
while keeping it in the original time-domain
representation. Examples of such transformation
steps are: re-referencing, baseline normalization,
downsampling, and so on.

“the common average was subtracted from all EEG
channels.” (Lampe et al. [76])

Filtering: This attribute reports any filtering of
the data. This may include the type of filter ap-
plied as well as necessary parameters, such as the
filter order.

“EEG data was first low-pass filtered with a cut-
off frequency of 50hz and high-pass filtered with a
cutoff frequency of 0.16hz, both using a third-order
butterworth filter” (Rodrigue et al. [118])

Windowing: This attribute reports how seg-
ments of data are aligned (e.g., locked to an event
in the experiment), how long they are and with
which window function they are extracted.

“The data was then segmented into 1.5-second
epochs, overlapping each previous epoch by 50%”
(Rodrigue et al. [118])

Artifact cleaning: Reports through which algo-
rithms (beyond filtering) artifacts were removed
and which artifacts are targeted.

“Independent Component Analysis (ICA) is applied
[. . . ] The components are first filtered using a band-
pass filter with cut off frequencies 1 - 6 Hz. Choos-
ing the component with the highest energy [and]
applying a high-pass filter with a cut off frequency
of 20 Hz.” (Jarvis et al. [61])

Hyperparameter optimization: For machine
learning models, this attribute reports how the
hyperparameters of the model were chosen (e.g.,
through grid search) and which hyperparam-
eters where chosen in the final model. This
also includes other parameters of the processing
pipeline which are optimized (e.g., in preprocess-
ing).

“A grid search was performed to optimize sigma
for all participants, the remaining parameters were
left as default.” (Rodrigue et al. [118])
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Table 11. Experiment Model: Part 6

Aspect of Model Example
Outlier handling: Reports any methods for ex-
cluding certain samples, windows, or sessions
based on the contained data or other external fac-
tors.

“Any rest or trial period with 20 percent or higher
error rate is considered noisy and can be excluded
from the analysis” (Crk et al. [31])

Feature extraction: This attribute reports on
how a feature vector for classification or regres-
sion is calculated from the preprocessed data.

“[W]e partitioned each data window into smaller
segments of 50 ms length. We then used the signal
mean of the segment, calculated on the band-pass
filtered signal, with cutoff frequencies at 4 and 13
Hz (i.e. θ - and α-bands).” (Putze et al. [112])

Feature selection: This attribute reports on pro-
cedures to reduce the number of features auto-
matically.

“we performed a feature selection using the Fisher
ratio as selection criterion. The number k of selected
features [. . . ] was a tuning parameter in the range
between 5 and 50.” (Putze et al. [112])

Learning model: This attribute reports on the
specificmachine learningmodel that is employed
(if any) to perform classification or regression.

“the Neural Network Toolbox of MATLAB was used
to create an artificial neural network (ANN) with
198 inputs, 20 hidden neurons and 4 outputs. The
patternnetfunction, which creates a feed-forward
neural network, was used. [...]” (Lampe et al. [76])

Evaluation procedure: For machine learning
models, this attribute reports how theywere eval-
uated to assess their performance. This involves
the exact metric used for assessment as well as
the approach to (sometimes repeatedly) deter-
mine test and training datasets.

“To assess the classifiers’ performance on the cali-
bration data, we used 4-fold cross-validation (CV).
[. . . ] The performance wasmeasured using the area
under the receiver-operating characteristic curve
(AUROCC).” (Frey et al. [44])

Processing code provided? Reports if the code
for processing the brain signal data is released
with the paper or in a separate repository. If the
code cannot be provided, as a substitute it is pos-
sible to report the employed frameworks (e.g.,
EEGLAB).

“The full classification pipeline is implemented in
Python. For EEG processing, we use the MNE tool-
box [17]. For machine learning and evaluation al-
gorithms, we use scikit [28] and custom routines
build on numpy and scipy.” (Putze et al. [112])

Brain Signal Integration
Brain Input effect: This attribute describes how
the output of the brain input processing influ-
ences the design, the behavior, or the content of
the application or experimental paradigm.

“when the system was confident that the user was
in a state of low or high workload, one UAV would
be added or removed, respectively. After a UAV was
added or removed, there was a 20 second period
where no more vehicles were added or removed.”
(Afergan et al. [1])

Type of integration: This attribute describes
the algorithmic implementation of the brain sig-
nal integration, i.e., whether an explicit condi-
tional statement, an Influence Diagram, a state
graph, or a different way of behavior modeling
was used.

“[The self-correction algorithm] inspects the prob-
ability distribution [. . . ] and picks the now highest
scoring class [. . . ]. [W]e only used the second best
class if its re-normalized confidence [. . . ] is above
a certain threshold T [. . . ]. Otherwise, the user was
asked to repeat the input.” (Putze et al. [107])
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