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ABSTRACT 
3D stereoscopic displays for desktop use show promise for 
augmenting users’ spatial problem solving tasks. These 
displays have the capacity for different types of immersion 
cues including binocular parallax, motion parallax, proprio-
ception, and haptics. Such cues can be powerful tools in 
increasing the realism of the virtual environment by making 
interactions in the virtual world more similar to interactions 
in the real non-digital world [21, 32]. However, little work 
has been done to understand the effects of such immersive 
cues on users’ understanding of the virtual environment. 
We present a study in which users solve spatial puzzles 
with a 3D stereoscopic display under different immersive 
conditions while we measure their brain workload using 
fNIRS and ask them subjective workload questions. We 
conclude that 1) stereoscopic display leads to lower task 
completion time, lower physical effort, and lower frustra-
tion; 2) vibrotactile feedback results in increased perceived 
immersion and in higher cognitive workload; 3) increased 
immersion (which combines stereo vision with vibrotactile 
feedback) does not result in reduced cognitive workload.  

Author Keywords 
3-D displays; stereoscopic displays; haptic feedback; vi-
brotactile feedback; fNIRS; zSpace. 

INTRODUCTION  
Recent advances in digital display technology are making 
3-dimensional stereoscopic (3DS) displays increasingly 
popular in gaming and entertainment, bringing 3DS capa-
bilities into home televisions, laptops, and handhelds. Be-
yond entertainment, 3DS desktop displays also promise 
advantages for users in industry, science, and education. In 
particular, semi-immersive interactive 3DS displays which 

support stereo viewing combined with head tracking and a 
6 degree-of-freedom (DOF) vibrotactile stylus offer a com-
bination of functionality, footprint, and cost that make them 
attractive for use in classrooms and in the workplace.  Fig-
ure 1 shows the zSpace semi-immersive interactive 3DS 
display. 

By tracking the user’s head and hand position, interactive 
3DS displays provide enhanced immersive cues to the user 
that leverage three perceptual abilities: stereo vision (per-
ception of depth and 3-dimensional structure obtained from 
combining slightly different images from each eye), motion 
parallax (depth cue that results from updating the virtual 
environment in response to head motions), and propriocep-
tion (sense of relative position of limbs and the effort in-
volved in movement which is supported by direct interac-
tion with 3D objects using a 6DOF stylus). Researchers 
have suggested that the congruence among these three per-
ceptual abilities can support natural viewing and interaction 
with 3D scenes that in turn could augment spatial under-
standing [29, 12]. Research indicates that for certain spatial 
tasks fully immersive CAVE systems significantly improve 
performance [3, 14, 30]. However, there is little empirical 
evidence proving whether semi-immersive 3DS desktop 
displays provide an advantage for spatial problem solving, 
as most research has shown mixed results [22, 24]. We 
propose that this may be due to the mismatch of traditional 
evaluation methods in fully capturing the user experience 
with such interactive tools.    

Interaction styles such as virtual reality, which go beyond 
traditional graphical user interfaces, often pose a challenge 
for evaluation [18]. Traditional measures such as comple-
tion time and error rate do not provide the full spectrum of 
the user experience during tasks designed to take advantage 

 
Figure 1: A user completes a spatial reasoning task 

using the zSpace 3D stereoscopic display.  
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of these emerging interfaces. Our goal is to explore deeper 
aspects of the user experience by augmenting traditional 
user evaluation methods and data collection with emerging 
wearable sensors for assessing the user’s cognitive state. 
Recently, non-invasive brain and body sensors have been 
explored for use in the evaluation of emerging interaction 
paradigms [17, 26, 18].  

We present a study that examines whether and how semi-
immersive displays with different immersion cues (3D ste-
reoscopic display and vibrotactile feedback) augment spa-
tial problem solving. We use an experimental task, which 
requires various spatial abilities: determining spatial rela-
tionships among objects, manipulating objects in 3D, and 
visualizing a path. To evaluate users’ experience, perfor-
mance, and task load, we integrate functional near-infrared 
spectroscopy (fNIRS) (Figure 2) to augment the more tradi-
tional metrics including task completion time and standard 
post-task questionnaires. Using fNIRS for evaluating im-
mersive cues in 3DS displays can shed light on immersion 
components that augment spatial problem solving. At the 
same time, such evaluation requires the development of 
fNIRS analysis techniques that advances the use of fNIRS 
technology for evaluating novel interaction techniques. 

This paper makes two main contributions: 1) We describe 
findings from a comprehensive user study with 48 users, 
which integrates quantitative measures with brain activity 
data to explore whether and how semi-immersive displays 
with different immersion cues (3D stereo and vibrotactile 
feedback) augment spatial problem solving.  Our findings 
indicate that both 3D stereo and vibrotactile feedback have 
significant effect on various aspects of the user experience; 
2) We validate and demonstrate the use of fNIRS brain 
imaging technology in the evaluation of emerging interac-
tion techniques and show how the real-time, continuous 
brain measures can provide supplemental information about 
the user experience. Going beyond previous fNIRS work, 
we provide methods for interpreting the signal over varia-
ble length task times, and without specific calibration tasks.  

The paper continues with background on spatial reasoning, 
immersive cues in virtual environments, and fNIRS brain 
imaging, followed by experimental methods and findings.  

BACKGROUND AND RELATED WORK 

Spatial Reasoning 
Spatial reasoning is defined as the ability to make judg-
ments and reason about objects and their spatial relations 
[13].  There are two key aspects of spatial reasoning [2]: (1) 
visual, which entails perceiving the visual details of a scene 
accurately (e.g. color, size, shape), performing transfor-
mations upon one’s initial perceptions, and recreating as-
pects of one’s visual experience; and (2) spatial, which 
involves making judgments about the position or location 
of an object, determining the spatial relations, and manipu-
lating objects in three dimensions [7]. 

While traditional graphical user interfaces lack sufficient 
support for spatial reasoning, Patterson [30] suggests sever-

al ways in which interactive 3DS displays support spatial 
reasoning, by allowing users to: 

• Manipulate an object to scan its features 
• Manipulate displayed objects to compare their features 
• Manipulate an object to examine its parts 
• Manipulate objects to determine their spatial layout 
• Align an egocentric representation of a scene with an 

allocentric representation 
We study whether and how these capabilities are supported 
by interactive 3DS displays with different configurations, 
which vary in their immersive cues. The configurations are: 
i) stereo vision with vibrotactile feedback; ii) stereo vision 
with no vibrotactile feedback; iii) no stereo feedback with 
vibrotactile feedback; iv) no stereo feedback with no vi-
brotactile feedback. 

Immersion in Virtual Environments 
A common measure of the effectiveness of virtual envi-
ronments is the level of immersion in the experience [32]. 
In a fully immersive virtual environment, the user can move 
freely, look in all directions, and manipulate objects, giving 
the perception of reality. Successful immersive environ-
ments make the user feel as though they are not interacting 
with digital information, but with real objects in real space 
[32]. There are many factors that can contribute to immer-
sion, such as display size, display resolution, scene refresh 
rate, the look of the 3D objects, stereoscopy, and motion 
parallax [4]. Feedback when the user interacts with digital 
objects also increases the realism. To provide these immer-
sive cues, head worn devices are usually required.  

Desktop virtual reality devices are limiting compared to 
head worn devices, and typically offer a semi-immersive 
experience. Despite this, these displays are increasingly 
popular due to the smaller footprint and lower cost. To de-
termine their value in educational and business settings 
where fully immersive systems may be impractical, there is 
a need to understand whether these semi-immersive 3DS 
displays still provide advantages over standard displays. 
However, it has been challenging to evaluate such systems. 

Evaluation of Immersive Cues in Virtual Environments 
Previous work has compared the effects of particular im-
mersion components on user performance. To frame our 
study, we review this work, focusing on stereo vision and 
haptic feedback, which are directly relevant to our study. 

 
Figure 2. Left: A user wearing the fNIRS device. Right: 

Sensor geometry with 8 light sources and 2 detectors, 
which provide 10 source-detector pairs with 3cm distances. 



Stereo Vision 
Stereo vision has been evaluated in several studies with a 
path-tracing task [3, 33, 34, 41, 42]. These studies indi-
cate that combined head coupling and stereo provide a 
significant enhancement compared to 2D computer 
graphics, and that head coupling is more important than 
stereo in 3D visualization. McKenna [27] found that head 
coupled perspective improves performance in 3D posi-
tioning tasks. Ware and Franck [42] evaluated nine differ-
ent viewing modes for a path-tracing task and found that 
combining motion parallax with binocular parallax is im-
portant. La Viola [24] explored how user performance of 
a rotation task is affected by different display modes and 
rotation techniques. Their findings indicate that stereo 
viewing with and without head coupling provides an ad-
vantage compared with no head tracking and no stereo 
regardless of rotation technique. Barfield [5] investigated 
the effects of stereo viewing and head tracking on pres-
ence and performance of a task, which required the un-
derstanding of a simple 3D object. Results indicated that 
neither stereo viewing nor head tracking improved accu-
racy, but head tracking significantly improved the report-
ed level of presence. While these studies focused on the 
performance of simple isolated spatial tasks, they do not 
investigate whether semi-immersive interactive displays 
provide an advantage for high-level, complex spatial 
problem solving.  

A large body of work focuses on the comparison of real-
world non-immersive and immersive games and applica-
tions. Real-world games are games that have the look and 
feel of an environment set in the real non-digital world. 
Stereo has been found helpful in playing simple games 
where a user is manipulating a single object at a time [12]. 
Studies showed no significant advantage for 3D stereo in 
user performance over a 2D display in modern PC-based 
games [25], but increased user engagement. Kulshreshth 
[23] studied user performance of games using 3D motion 
controllers in 3D stereoscopic vision compared to mono-
scopic viewing and found a positive effect of stereo on per-
formance for particular tasks, depending on game expertise. 

Finally, several fully immersive CAVE-based applications 
for visualization [3] and path planning [15, 33] reported 
significant performance gains compared with their desktop 
counterparts. While these studies indicate that for certain 
spatial tasks immersion improves performance, findings are 
limited to specialized settings. More focus is needed on 
understanding whether semi-immersive 3DS desktop dis-
plays provide an advantage for spatial problem solving.  

Haptic Feedback 
Mine [28] et al. discuss the importance of one’s physical 
presence in a virtual environment, and explore ways of 
incorporating this into the interaction design. They con-
clude that without haptic feedback, it is difficult to give 
users a sense of any physical objects they manipulate.  

Implementing systems that provide haptic feedback in 3D 
virtual environments introduces technical challenges, but 

has been proven in several studies to make a difference in 
performance and task time [39, 34]. Our study focuses on 
vibrotactile feedback provided by a stylus. To date, little 
work has been done to explore vibrotactile feedback from a 
6-DOF stylus in 3DS semi-immersive environments. We 
explore such feedback when combined with stereo vision.  

Evaluation of Immersive Cues with Brain Data 
While our study aims to better understand the effect of im-
mersive cues on user experience, the key expected differ-
ences are often not measureable using traditional metrics 
designed for work-related contexts and standard graphical 
user interfaces. Novel interaction techniques pose a chal-
lenge, as subtle qualities or internal processes are not easily 
measured with traditional research methods. Because of 
this, research methods have been explored that analyze 
brain activity to provide additional insight on the user’s 
internal state. For example, Frey et al. [11] used electroen-
cephalography (EEG), the measure of brain electric activi-
ty, to evaluate user comfort when viewing 3D objects at 
different depths.  

In addition to EEG, functional near-infrared spectroscopy 
(fNIRS) brain imaging has been explored in computer in-
terfaces, both as real-time user input and in user evalua-
tions. It is a non-invasive head-worn device used to meas-
ure mental workload by detecting changes in blood oxygen 
levels in the prefrontal cortex. The device sends near infra-
red light through the forehead, which is partially absorbed 
by oxy- and deoxy- hemoglobin in the brain. The rest of the 
light is diffusely reflected back to the detector and is in-
versely related to the amount of oxygen in the blood. The 
changes in oxygen concentration in the brain reflect the 
hemodynamic response due to brain activity, and has been 
shown to be related to changes in mental workload.  

The sensors are held in place with a foam headband, mak-
ing the device easy to put on and allowing the user to 
move. Previous work has designed and tested protocols and 
analysis methods for the use of fNIRS in the evaluation of 
interfaces [18, 37, 38]. These usually employ standardized 
benchmark cognition tasks that the user performs to pro-
vide training data in well-understood tasks for later classi-
fying brain data during actual user interface tasks. Howev-
er, it can be difficult to identify appropriate benchmark 
tasks, as well as impractical to require users to perform 
unrelated tasks to build the model. However, these methods 

 

 
 

Figure 3. The 5 levels of zPuzzle 



show promise as a complementary measure in user studies. 

EXPERIMENT  
The goal of our experiment was to investigate how immer-
sion cues, specifically stereo vision and vibrotactile feed-
back from a stylus, affect user interaction during a spatial 
task with semi-immersive interactive 3DS displays. We 
chose to focus on these immersion cues since they are both 
prominent in spatial reasoning tasks and could be easily 
controlled in semi-immersive interactive 3DS displays. Our 
experimental task combines the following spatial tasks: 
determining spatial relationships among objects, manipulat-
ing objects in 3D, and visualizing a path. Our task also in-
creases complexity across 5 levels (Figure 3). We used 
traditional evaluation methods combined with emerging 
brain-imaging tools that may be able to identify more sub-
tle differences in the user experience. We consider zSpace 
as a means of augmenting our understanding and ability to 
reason about 3D space and the fNIRS as a device that is 
capable of providing extra information while complex 
thought processes take place. 

Experimental Task: zPuzzle 
Participants were asked to solve 3D spatial reasoning puz-
zles. Each puzzle presented a 3D structure consisting of 
interlocked blocks. To solve the puzzle participants needed 

to sort out the various blocks and free them into individual 
pieces until the structure was dismantled. This task was 
inspired by the popular game Interlocked [20]. We used 
five puzzles in increasing levels of complexity (Figure 3). 
The number of pieces and the spatial relations among them 
determined the complexity of the puzzles. Complexity was 
validated with a pilot study of 26 users completing 5 levels 
of the puzzle under different conditions [31].  

We selected this task because it tests various spatial abili-
ties including: understanding spatial relationships among 
objects, manipulating objects in 3D, and visualizing a path. 
Its game-like nature is simple enough for participants to 
engage with it immediately. However, at increased levels of 
complexity, these puzzles provide models of real-world 
problems such as: the identification of small molecule pro-
tein binding sites and the modeling of mechanical systems. 

We developed an application called zPuzzle for viewing 
and manipulating the puzzles. A puzzle is presented at the 
center of the screen. Upon solving the puzzle, the system 
moves to the next puzzle. zPuzzle is implemented in C# 
using Unity Game Engine and the zSpace SDK.  

Experimental Design 
We use a 2x2x3 mixed design (Figure 4) and study differ-
ences between and within subjects across tasks.  

Independent Variables 
There were two between-subject independent variables: 
stereoscopy and vibrotactile feedback, each with two lev-
els, and one within-subject independent variable: difficulty, 
with three levels. Thus, each of the participants was ran-
domly assigned to one of the following configurations: 1) 
no stereoscopy with no vibrotactile feedback; 2) stereosco-
py with no vibrotactile feedback; 3) no stereoscopy with 
vibrotactile feedback; and 4) stereoscopy with vibrotactile 
feedback; and completed several puzzles of varying diffi-
culty. All conditions support bimanual interaction, which 
combines a mouse for scene rotation and a 6-DOF stylus 
for direct manipulation of 3D objects. Table 1 summarizes 
the experimental conditions. 

Considering findings from related work, which indicate that 
combined head coupling and stereo provide a significant 
enhancement in 3D tasks and that head coupling is more 
important than stereo in 3D viewing [3, 33, 35, 41, 42], we 
did not study binocular and motion parallax separately.  

Difficulty is the within-subjects independent variable, and 

 C1 C2 C3 C4 

Display size 23.6 in 

Display angle 30 degrees 

Resolution 1920x1080 

Mouse X X X X 

6-DOF stylus X X X X 

Keyboard X X X X 

Stereoscopy  X  X 

Head  tracking X X X X 

Vibrotactile Feedback   X X 

Table 1. Comparison of experimental conditions 

Dimension Quantitative measures 

Performance Completion time per level 

Spatial Presence MEC-SPQ post task questionnaire [40] 

Perceived Work-
load 

NASA Task Load post task questionnaire [15] 

Measured Work-
load 

fNIRS oxy-hemoglobin and deoxy-hemoglobin 
readings 

Table 2. Measures for evaluating spatial problem solving.  

 

 
Figure 4. 2x2 matrix of conditions across 3 levels for 

2x2x3 mixed design 
 



there were three levels (L3, L4, L5).  Our focus in this 
study was on investigating the performance and workload 
of trained users, and not in measuring learning. Thus, each 
participant did eight practice trials to familiarize them-
selves with the problem. These practice trials consisted of 
two simple levels (L1 and L2) to get them acquainted with 
the puzzles. Then, each participant was presented with two 
puzzles of L3, L4, and L5 in the following order: L3, L4, 
L3-r1, L5, L4-r1, L5-r1, where r denotes repetition. Every 
time a particular puzzle level was repeated, we rotated the 
puzzle and used a different set of colors for the blocks.   
This allowed users to learn how to use the interface as well 
as to understand the demands of task and to develop prob-
lem-solving strategies in the levels that would be tested. 
Finally, they were presented with the three experimental 
puzzles (L3, L4, L5), counterbalanced across participants.  

Dependent Variables 
Traditional Measures. The traditional dependent variables 
we use are completion time, subjective workload rating 
(NASA Task Load Index [16]), and subjective presence 
rating (MEC-Spatial Presence Questionnaire [40]). We 
collected quantitative data from the user from post-task 
questionnaires and from logging noted points during the 
study (e.g. level completion). Table 2 summarizes the 
measures we used in this study. 
Brain Data. In addition, we collected fNIRS brain data 
throughout the experiment (Figure 5). For pre-processing of 
the data, we used HOMER2, an interface built on top of 
Matlab scripts made specifically for processing fNIRS data 
[19]. We first pruned any channels with a signal to noise 
ratio less than 2. The raw light intensity signal was con-
verted to optical density units. We used a low-pass filter of 
0.10 Hz to remove any high frequency noise in the signal. 
Using the modified Beer-Lambert law, and partial path-
length factors of 6.5 and 5.9, the optical density change 
units were converted to concentration values for oxyhemo-
globin (blood carrying oxygen to the brain) and deoxyhe-
moglobin (blood in which oxygen has been consumed). 
These measures reflect the hemodynamic response in the 
brain and are the basis of both fNIRS and functional mag-
netic resonance imaging (fMRI) techniques. We expect 
increases in oxyhemoglobin (HbO) and decreases in deox-
yhemoglobin (HbR) during periods of activation [19]. 

After preprocessing the brain data, we calculated features 
of interest in the data. While previous fNIRS experiments 
measure a user performing a task for a set amount of time 
(e.g. 30-second task period), our experiment allowed partic-
ipants to complete tasks at their own pace. Thus, comple-
tion times for each participant and each task varies. To ac-
count for this variation in time, we computed the following 
key features in the brain data over the entire task period, 
regardless of duration:  i) average HbO and HbR values 
over the task period for each channel; and ii) maximum 
HbO and minimum HbR value during the task period for 
each channel (since we are interested in positive peaks in 
HbO and negative peaks in HbR). We wanted to look at 
overall activation, and thus combined the multichannel data 
into one value by averaging across the 10 channels. Our 

analysis focused on the average across channels of the fol-
lowing features: maximum HbO, minimum HbR, average 
HbO and average HbR during the varying-length task.  

Hardware 
The physical hardware setup is the same across the four 
conditions (Table 1): the zSpace display is at a 30 degree 
angle, a keyboard is attached to the display; two mice are 
attached to the computer at either side of the keyboard; a 
stylus is positioned on the right; the fNIRS headband is 
attached to the user’s head (Figures 1 and 2). The zSpace 
supports both stereo and non-stereo displays. Stereo vision 
uses binocular parallax and motion parallax to track the 
user’s head and display a different angle of the object as 
they move. For stereo vision, the user wears glasses. The 
system updates the puzzle perspective based on the user’s 
gaze given by the position of the glasses relative to the 
screen. Users move puzzle pieces by pointing the stylus at a 
piece and clicking the stylus button to "grab" the object.  

For the haptic feedback condition, we enabled vibrotactile 
feedback from the stylus, which occurs when two 3D ob-
jects collide in the virtual environment. The stylus provides 
6-DOF for directly interacting with 3D objects. The user 
can rotate the scene using the mouse. In the non-stereo 
conditions, the Stereo setting on the zSpace machine’s 
Nvidia graphics card is switched off, but users still wear the 
glasses for consistency. All users manipulate puzzle pieces 
using the stylus and rotate the scene using a mouse.  

The fNIRS device was an ISS Imagent with 8 light sources 
and 2 light detectors (Figure 2) arranged to provide 10 
source-detector pairs with 3cm distances between them.  

Experiment Procedure 
The experiment began with the participant seated in front 
of the display and the moderator seated to their side. Partic-
ipants were briefed about the task and given a standard 
consent form. After putting on the fNIRS headband, we 
recorded a baseline level of brain activity and then users 
completed zPuzzle’s tutorial level. The users worked 
through the eight practice puzzles and the three experiment 
puzzles with a 20 second rest between each level to allow 
the their brain activity to return to baseline. After perform-
ing all of the tasks, the participants completed the subjec-
tive workload and presence questionnaires.  

Participants 
48 undergraduate students between 18-23 years old (M=20, 
SD=1.6) were recruited from our institution. We only used 
female participants because previous studies indicate that 
males and females approach spatial reasoning problems 
differently and we did not want to account for gender dif-

 
Figure 5. Unprocessed oxy- and deoxy-hemoglobin from one 

user over 10 channels for the length of the study. 
 



ferences. Participants were all right-handed. Each partici-
pant was randomly assigned to a condition (12 participants 
per condition). Across conditions we found no significant 
difference in terms of experience with 3D displays and 
games. All participants completed the experiment and were 
compensated with a 10-dollar gift card.  

RESULTS 

Completion Time 
We explored the effect of difficulty level and immersive 
cues on completion time, using total time per level as a 
repeated measure (Figure 6). Because of skewed distribu-
tion of the residuals, we use the natural log of completion 
time in our analysis. We ran a mixed ANOVA with diffi-
culty as a 3-level within subjects variable (levels 3,4,5 of 
the puzzle) and two 2-level between subject variables (vi-
brotactile and stereo). We found a significant effect of dif-
ficulty (p<0.001). Pairwise comparisons showed a signifi-
cant difference between level 3 and level 5 as well as be-
tween level 4 and level 5. In addition, we found a signifi-
cant difference effect of stereo (p=.033), with users in the 
non-stereo condition taking longer than users in the stereo 
condition. No other interactions between difficulty level 
and any of the immersive conditions were found. 

Perceived Task Workload 
We measured users’ perceived task workload with the 
NASA TLX questionnaire [16]. We interpret the results of 
the unweighted, raw NASA TLX data, grouped by category 
(i.e. frustration, effort, mental demand, physical demand). 
The score of each category is the sum of all questions relat-
ed to that theme. We used Shapiro Wilks to test the normal-
ity of the residuals. All the categories satisfied the normali-
ty assumption except physical demand, which we trans-
formed using the natural log to normalize the data. Factori-
al ANOVA found that the only category that is significant 
is the natural log of physical demand (F(1,44)= 8.910, 
p=.005). Users who had no stereo display (M=1.445, 
SD=.517) experienced higher physical demand than users 
with stereo display (M=.927, SD=.661). We also found a 
marginally significant difference in frustration between 
stereo and non stereo (F(1,44)= 2.197, p=.095). Users with 
the non-stereo display (M=4.957, SD=2.364) experienced 
higher frustration than those with stereo display (M=3.840, 
SD=2.192). No other significant differences were found.  

This is consistent with the findings from completion time 
where users in the non-stereo condition taking longer to 
complete the puzzles than users in the stereo condition.  

Spatial Presence 
We measured users’ perceived spatial presence with the 
MEC-SPQ standardized questionnaire [40], which consists 
of eight scales. Figure 7 shows the MEC-SPQ results. 

We used Shapiro Wilks to test the normality of the residu-
als. All the categories satisfied the normality assumption. 
Factorial ANOVA found significant differences in two 
scales: Spatial Situational Model (SSM) and Spatial Pres-
ence Possible Actions (SPPA) (SSM: F(1,44)=4.981, 
p=.031; SPPA: F(1,44)=7.496, p=.009). The Spatial Situa-
tional Model scale is a measure of users perceived under-
standing of the virtual environment and the relative size 
and positions of all the objects in it. The Spatial Presence 
Possible Actions scale gauges the participant’s impression 
of being able to act in the virtual environment. 

In both scales, users who experienced vibrotactile feedback 
(SSM: M=4.031, SD=.652; SPPA: M=4.014, SD=.764) had 
higher spatial presence scores than users who did not 
(SSM: M=3.615, SD=.599; SPPA: M=3.417, SD=.724), 
meaning they felt more immersed in the virtual environ-
ment. As with the NASA TLX scores, we also looked at the 
interaction between stereo and vibrotactile, but found no 
other significant results. 

These results show that vibrotactile feedback helps users to 
think they understand the virtual objects and to believe that 
they have control to manipulate the objects.  

Brain Data  
With the measures for average and maximum oxy-
hemoglobin  and average and minimum deoxy-hemoglobin 
(Figure 8), we conducted a mixed ANOVA analysis with 
difficulty as a 3-level within subjects variable (levels 3,4,5 
of the puzzle) and two 2-level between subject variables 
(vibrotactile feedback and stereo). Difficulty had a marginal 
effect on the Average HbO (p=0.059) and average HbR 
(p=0.065) and a significant effect on Max HbO (p=.002) 
and on Min HbR (p=.001). The maximum oxy-hemoglobin 
increased as difficulty increased and the minimum deoxy-
hemoglobin decreased as difficulty increased. This result 
verifies our use of the fNIRS data in our setup as a measure 
of workload for users solving zPuzzle.  

Vibrotactile feedback had a significant effect on average 
HbO (p=.009) and Max HbO (p=.009). Users who experi-
enced vibrotactile feedback had higher values than those 
without. This significance shows that in the case of vi-
brotactile feedback, the users with the more immersive 

 
Figure 6. Average time (natural log) and standard error. 
We found significant differences between L3 and L5 and 

L4 and L5, as well as between stereo and non-stereo. 
 

 
Figure 8. Means and std. error of max HbO and min HbR 

by difficulty (top) and haptic condition (bottom).  



condition were working harder than those without it.  There 
were no significant effects of deoxy-hemoglobin values. In 
addition, stereo did not show any significant effects, and 
there were no interaction effects for vibrotactile x stereo. 
There were no other significant interactions.  

Physical Discomfort 
18 of the 48 participants experienced some sort of headache 
or discomfort: 3 of these users felt dizzy from the puzzles 
and display. From the people with headaches, 7 felt the 
fNIRs device being tight or heavy and 5 felt their eyes 
strained from focusing on the zSpace display. No one was 
unable to complete the study due to discomfort. We have 
redesigned the fNIRs headband to be more comfortable in 
future studies by using more lightweight materials.   
 
DISCUSSION 
Both stereo display and vibrotactile feedback have signifi-
cant effects on user experience solving spatial problems 
with zSpace. Users without the stereo display take longer to 
complete the task and experience higher physical demand 
and slightly higher frustration. This could be explained by 
the lack of a portrayed 3D image in the non-stereo condi-
tion, requiring users to spend time creating a mental image 
of the 3D object, while users in the stereo condition have 
system help with that reasoning. This could be a likely 
source of physical demand and extra time. Brain data did 
not show significant differences between stereo and non-
stereo conditions. This may indicate that the stereo condi-
tion led to more task-related brain activation, improving 
performance. The non-stereo condition had similar activa-
tion that was split between task-related and interface-
related workload, leading to increased completion time and 
frustration. 
 
Ideally, higher immersion would result in lower mental 
workload, reducing the amount of spatial reasoning the user 
has to do by giving them an environment that looks and 
feels more like the physical world. However, the brain data 
indicates that higher immersion (as indicated by the MEC-
SPQ) did not directly translate to a reduction in the users’ 
mental workload. Vibrotactile feedback from the stylus, 
which increased perceived Spatial Presence, also increased 
brain activation, without a performance gain (measured by 
completion time). This may indicate that some of the users’ 

workload is dedicated to understanding the vibrotactile 
interaction, which increases immersion, but requires them 
to work harder to feel this way. We also must consider that 
the nature of the particular vibrotactile feedback used in 
this experiment may have been a source of frustration, 
since it was provided in a centralized and minimal way.  
 
CONCLUSIONS AND FUTURE WORK 
Our main contributions are in two areas. First, we provide 
an increased understanding of the effects of immersive 
cues, specifically vibrotactile feedback from a stylus and 
stereo, on people solving 3D spatial reasoning tasks. We 
showed that stereo display with head coupling and motion 
parallax results in lower completion time, lower physical 
effort, and slightly lower frustration, but similar brain acti-
vation. We also found that vibrotactile feedback from the 
stylus results in increased perceived presence but also in 
higher brain activation. We conclude that increased immer-
sive cues do not necessarily reduce users’ mental activity 
when solving spatial reasoning tasks with 3D stereoscopic 
displays. Second, we show the promise of using fNIRS to 
collect complementary information when evaluating novel 
interaction paradigms in an HCI setting. We showed that 
the fNIRS data shows differences between puzzle levels of 
of different difficulties. We also showed a scenario where 
the fNIRS data was useful in helping HCI researchers aug-
ment understanding of differences not shown by traditional 
measures.  By combining fNIRS with other measures, we 
can observe differences in workload that are task-related 
versus those that are user interface related. This is key for 
UI evaluation where we aim to increase task-related focus, 
by decreasing workload required by the user interface [18]. 
 
This work builds a foundation for continued study of vari-
ous immersion cues and their ability to augment spatial 
reasoning abilities as well the use of fNIRS to supplement 
evaluations of interactive systems. Future work can explore 
different types of problem solving tasks with the same im-
mersion cues as well as similar tasks with new immersive 
systems and variations on the immersive cues we used. The 
use of fNIRS allows for more extensive exploration of the 
interaction between immersion and mental workload. Fu-
ture work can also deeply explore the changing brain signal 
over time to identify points of interest that may not have 
been detected with the aggregate measures used here. Fi-
nally, by demonstrating the feasibility of using fNIRS  with 
3DS displays to gain user state information, we can build 
interactive systems that use the brain data in real time to 
adapt the display and feedback based on cognitive activity. 
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