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Abstract
Embodied Virtual Agents (EVAs) are used today as interfaces for social robots, educational tutors, game counterparts, medical
assistants, aswell as companions for the elderly and individualswith psychological or behavioral conditions. Forming a reliable
and trustworthy interaction is critical to the success and acceptability of this new form of interaction. In this paper, we report
on a study investigating how trust is influenced by the cooperativeness of an EVA as well as an individuals prior experience
with other agents. Participants answered two sets of multiple choice questions, working with a different agent in each set. Two
types of agent behaviors were possible: Cooperative and Uncooperative. In addition to participants achieving significantly
higher performance and having higher trust for the cooperative agent, we found that participants’ trust for the cooperative
agent was significantly higher if they interacted with an uncooperative agent in one of the sets, compared to working with
cooperative agents in both sets. Furthermore, we found that participants may still decide to choose agent’s suggested answer
(which can be incorrect) over theirs, even if they are fairly certain their own answer is the correct one. The results suggest
that trust for an EVA is relative and it is dependent on user’s history of interaction with different agents in addition to current
agent’s behavior. The findings provide insight into important considerations for creating trustworthy EVAs.

Keywords Human-Computer interaction · Human-Robot interaction · Social robots · Trust · Embodied conversational
agents · Virtual assistants

1 Introduction

As much of human commerce, healthcare, entertainment,
education, and other enterprises move to virtual environ-
ments, interactions that require trust and cooperation increas-
ingly involve virtual agents. Research on human-computer
interaction (HCI) indicates that users tend to interact dif-
ferently with human-like agents than with other types of
interfaces [20,30,44]. A comparison of automated agents
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with varying levels of human-like behavior indicates that
machines without human features invoke high levels of trust
initially, but that this trust is more adversely affected by fail-
ure or unreliability. Agents with more human features rate
lower on initial trust; however, this trust is more resilient,
possibly because a more human-like aid is held less account-
able to the elevated standards we ascribe to machines [12].
Human-like behavior in virtual agents can also impact trust
by implying personality traits associatedwith positive or neg-
ative interactions. For example, agents that express empathy
through facial emotions are rated as more jovial, expressive,
cheerful, and less irritating, strange and cold than a non-
empathetic agent [38]. Embodied Virtual Agents (EVAs) are
computer agents that look like humans and are capable of
facial expressions, body gestures, and sometimes conver-
sation to facilitate more natural and engaging interactions
with users [38]. This paper explores the interaction between
humans and EVAs in cooperative and uncooperative condi-
tions to increase understanding of how trust operates in these
interactions. We explore how trust in an agent is impacted
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if the agent is not cooperative at all times, or if the user has
previous (negative or positive) experiences with other agents.

In Sect. 2.1 we provide different definitions of trust and
discuss the common main values they share with a broader
definition of trust which is called interpersonal trust. Our
work inspects how users perceive values associated with
interpersonal trust such as integrity, dependability, reliability,
good intention, and confidence in agents as factors of agent’s
trustworthiness.We explore subjective, perceived trust based
on the values associated with interpersonal trust [24], and
objective, behavioral trust based on participants’ conformity
with the agents’ feedback [39]. Our experiment allows us to
investigate how humans build trust towards EVAs, especially
when the agent is inconsistent and is not cooperative 100%of
the time.We also explore how exposure to an agentwith a dif-
ferent level of cooperativeness affects the already established
trust towards previous agents and expected trust toward future
agents. Our study centers around the following high level
research question: Would a human’s trust towards an agent
be affected by their previous interaction with another agent?

To investigate this topic, we built a system in which
humans interact with an EVA as an assistant in a question and
answer (Q&A) task. The agent expresses six different facial
expressions, ranging fromhighly positive (HP) to highly neg-
ative (HN), randomly assigned as reactions to the various
answer choices. The users work with either a cooperative
(HP assigned to the correct answer 80% of the time) or an
uncooperative (HP assigned to the correct answer 20% of the
time) agent to answer a set of general knowledge questions.
Through this system, we conducted an experiment with 35
participants to explore questions related to agent behavior
and user trust. The results shed light on how users build trust
toward inconsistent EVAs, i.e. EVAs that do not assist the
user 100% of the time. The results also provide insight into
how the users adjust their trust for an EVA based on previ-
ous and future experiences with other EVAs. The findings of
this study have implications for the design of more trustwor-
thy user interfaces that contain EVAs. More specifically, the
contributions of this paper are as follows:

– We report performance results showing that individuals
perform better with cooperative agents and they also tend
to initially rely on agents, even when they do not need to.

– As expected, we show that individuals find cooperative
agentsmore trustworthy, using behavioral trustmeasures.
Through a subjective trust questionnaire, we found fur-
ther evidence that individuals trust cooperative agents
more than uncooperative agents.

– We present findings from the trust questionnaire that
uncovered differences in perceived trust in EVAs, based
on prior experience with another EVA. In particular, indi-
viduals who had worked with an uncooperative agent
rated the cooperative agent more trustworthy than indi-

viduals who only worked with cooperative agents. For
those individuals, they had higher ratings of trust in the
first cooperative agent they worked with than the second
cooperative agent.

2 RelatedWork

In this section, we discuss research areas on which our work
is based. First, we review different categories of trust and dis-
cuss interpersonal trust which is one of the measures we use
in this study. After defining trust in the context of our study,
we explore the benefits of EVAs over conventional user inter-
faces and human agents in terms of building trust with users.
Most of the work in this section are in medical or therapeutic
fields since trust to the other party is deemed an important
factor in such fields. Then, we highlight work in the area of
behavioral indicators of trust in EVAs. This work provides
models which introduce features that can be used in an EVA
to represent different levels of trust and deception. Following
that, we introduce a study and a toolkit which can be used as a
solid reference for designing realistic EVAs. Finally, we dis-
cuss studies looking at the effect of inconsistency in agents
in users’ performance and their perception of trust.

It is worth mentioning that some of the following works
use the term Embodied Conversational Agent (ECA) instead
of EVA. The difference between ECAs and EVAs is that
EVAs are not necessarily designed to converse with the user
while ECAs are specifically designed to hold conversations
with the user. A Virtual Human (VH) can be either ECA or
EVA, depending on how it is implemented. An avatar could
refer to a VH or just pictures/videos of an animated human.

2.1 Definitions of Trust

A review on literature on definitions of trust confirms that
trust comes in different categories and the definition of
each category depends on multiple factors such as the par-
ties involved (e.g. person-person, person-business, person-
automation), and the type of interaction. A standard and
widely used scale for measuring trust between human and
automation is a scale proposed by Jian et al. [24] which
measures interpersonal trust. Therefore, in the following,
we review some of the widely accepted definitions of trust,
with a special focus on interpersonal trust.

Many categories of trust fall under the definition of inter-
personal trust. Mayer et al. [33] define interpersonal trust
as “the willingness of a party to be vulnerable to the out-
comes of another party based on the expectation that the
other will perform a particular action important to the trustor,
irrespective of the ability to monitor or control that other
party”. In line with this definition, Doney et al. [13] sug-
gest that the cognitive state of trust in another person is
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built on beliefs about the other person’s benevolence (good
intentions) and credibility (reliable behavior). Explaining the
uncertainty-reduction model of trust, Berscheid et al. [3]
argue that humans gradually build up to their assumption
about dependability of another person based on actual evi-
dence from that person’s behavior. Two other categories of
trust which have direct correlation with interpersonal trust
are competence-based trust and integrity-based trust. Based
on Butler and Cantrell’s paper [6], Kim et al. [27] define
competence-based trust as perceiving the trustee as some-
one who has the necessary interpersonal and technical skill
set to perform the task. They also define integrity-based trust
as perceiving the trustee as someone who conforms to a set
of principles that are considered acceptable based on the def-
inition of interpersonal trust discussed in the beginning of
this paragraph. Hence, it is evident that values such as good
intentions, reliability, dependability, competence, and confi-
dence in the other which are associated with interpersonal
trust are common values in other definitions of trust as well.

Although many of the aspects of human-human trust can
be extended to human-automation trust, it is important to
define trust between humans and automation separately. Dis-
cussing trust in automation, Lee and See define trust as the
mindset that an agent assists one in achieving their goal even
in situationswhere there are uncertainties and one can be vul-
nerable to the outcomes of the agent’s actions [29]. Another
definition for trust in automation is provided byHeerink et al.
[22] where they introduce a toolkit for measuring acceptabil-
ity of social robots used in elderly care. They define trust in
automation as the “belief that the system performs with per-
sonal integrity and reliability”. These definitions suggest that
the same factors associated with interpersonal trust between
humans apply to interpersonal trust between humans and
automation as well. However, there is a stronger emphasis on
integrity and reliabilitywhen it comes to trusting automation.

2.2 EVAs and Perceived Trustworthiness

When discussing trust in EVAs, it is important to understand
how this trust is compared to trust for conventional computer
systems and human agents who do the same task. One field
in which trust plays an important role is physical and mental
health. In this field patients are asked to reveal their per-
sonal information and/or accept advice about their physical
or mental health. Early studies suggest that using a realis-
tic human-like agent (e.g. video rather than text or audio)
could potentially cause an increase in perceived trustworthi-
ness [44]. In this section, we look at studies on applications
of EVAs in the field of physical and mental health and how
users perceive their trustworthiness, compared to conven-
tional computer systems and humans.

Previous work suggest that EVAs are perceived as more
trustworthy by the users compared to human agents and tra-

ditional computer systems such as WIMP (Windows, Icons,
Menus, Pointer). Additionally, users are more tolerant of
errors made by EVAs. Comparing the trust scores (using Jian
et al. [24] scale) between a robotic andWIMP based decision
support systems for nurses anddoctors on a labor anddelivery
floor, Gombolay et al. [20], based onmany other studies, sug-
gest that embodied and anthropomorphic systems are rated
more favorably by users in terms of trustworthiness. They
also report that users were more tolerant of the errors made
by the robotic agent. A similar conclusion can be drawn from
a study by de Visser et al. [12]. They report that initially, trust
was higher for the WIMP application in their study which
served as an assistant for a trust task than the avatar and
human who did the same. However, as the humanness of
the agent increased, “trust resilience” of the participants also
increased. Itmeans that as the reliability of the agent dropped,
trust toward the WIMP application dropped faster than trust
toward the avatar and the human agent. This suggests that
although it takes longer for users to build trust toward EVAs,
once built, it would be more resilient.

When it comes to sharing sensitive and personal infor-
mation, especially when it is related to one’s health, there
is an abundance of studies that suggest patients are more
comfortable sharing information with an EVA controlled
by a computer than humans. Lucas et al. [31] investigated
the interaction between mental health patients and a Vir-
tual Human (VH) which was able to interact with users via
verbal empathetic feedback (e.g. “I’m sorry to hear that”),
and nonverbal behaviors (e.g. nods and facial expressions)
to convey active and empathetic listening. They argue that in
contexts of health and mental health, patients usually don’t
fully disclose information about their condition. The authors
hypothesize that if the patients are told that the VH is being
controlled by a computer, rather than a human operator (in
both conditions the VHwas actually controlled by a human),
the willingness of disclosing information will increase. Con-
firming their hypothesis, it became evident that patients felt
more comfortable revealing information when they thought
theVHwas controlled by a computer, as opposed to a human.
A study by Lisetti et al. [30] also shows that participants in
a Drinker’s Check-Up (DCU) intervention online platform
weremorewilling to accept the system and continueworking
with it when the interface was an EVA rather than text-only
system or in-person visits. Similarly, Devault et al. [11] show
that participants feltmore comfortable talking about personal
feelings and experiences (specially related to their mental
health) to a wizard-of-Oz agent than a human in face-to-face
interaction. They suggest this is due to participants feeling
more comfortable sharing sensitive information with a com-
petent computer agent than a human.Theyback this theory by
previous literature in the field [25,45]. Theseworks show that
humans seem to be willing to trust EVAs over conventional
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computer interfaces and even human agents in particular con-
texts.

2.3 Behavioral Indicators in Trustworthy EVAs

Nonverbal behaviors, such as facial expressions, gaze, ges-
tures and postures, have a significant influence on interper-
sonal trust in face-to-face interactions [5]. In designing an
ECA’s nonverbal behavior, Bickmore and Cassell [7] con-
sidered the consistency in the ECA’s facial expression as an
important factor for gaining the users’ trust. Also, in another
work [4], they suggested that the agent’s intonation, facial
display, and hand gesture had an important role in user’s per-
ception of trust towards the agent. Below, we review recent
work which specifically focus on behavioral indicators of
trustworthiness in EVAs. These two studies provide insight
into which nonverbal behaviors are perceived as trustworthy
and which ones are not.

Elkins et al. [16] showed that participants found it eas-
ier to trust the agent when it was smiling. Rehm and Andre
[41] studied how users react to subtle facial cues of a lying
agent. The cueswere inspired by six cues proposed byEkman
[15]; however, they used only two cues. One of the cues was
“Mask” where true emotion is masked by deceiving facial
expressions (e.g. smilingwhen feeling nervous) and the other
was “Asymmetry” which is based on the idea that dishonest,
voluntary facial expressions tend to be asymmetric, mean-
ing that they cause more muscle activity on one side of the
face. They report that when participants see an EVA show-
ing deceptive facial cues during monologues presenting and
introducing different movies, they rate the agent more nega-
tively.

Ghazali et al. [19] use a robot which could show multiple
faces and dynamic social cues as an assistant for playing a
game. The robot could present persuasive messages to par-
ticipants. They use a scale to measure participants’ trusting
beliefs created by Jian et al. [24]. Ekman and Friesen [18] and
Todorov et al. [42,43] show that facial expressions involv-
ing upturned eyebrows and lips (attributes that humans seem
to find more trustworthy) are deemed more persuasive, and
they induce more trust compared to expressions with eye-
brows pointing down and lips curled downwards at the edges
(facial characteristics which are not normally perceived as
trustworthy in interaction with humans). Also, they found
that gender of the robot did not have a significant effect on
participants’ trust.

2.4 Designing Realistic EVAs

EVAs have the potential to augment trust with human-like
behavior. Different features of human expression can convey
trust, so the realism of the EVA’s character design and its
capacity for the subtle signaling involved in human expres-

sion play an important role in developing trustworthy EVAs.
Facial expressions with dampened emotions are seen asmore
natural than those with exaggerated emotional expressions
common to cartoon animation [23]. Realistic animations
with more dampened emotional expressions rate higher on
personality traits such as warmth, calmness, respectfulness,
and competency. Another method of increasing the natural-
ness of EVAs is through the addition of nonverbal behaviors.
The behavior expression animation toolkit (BEAT) [8] is an
animation system that generates speaking characters from
textual input. This system allows for nonverbal gestures and
behaviors to synchronize with animated speech for a more
natural and expressive character embodiment. Informed by
linguistics and behavioral science, BEATgenerates animated
speakers who utilize context-dependent nonverbal move-
ments natural to human conversation and interaction such as
shifts of expression or gaze, changes in intonation, and head
or body gestures. Tools such asBEAT, introduce a foundation
for animators and researchers for fine-tuning facial expres-
sions to design animated characters that can depict different
personalities (for example, see Socially-Aware Robot Assis-
tant(SARA) [40]).

2.5 Trust and Performance in Interaction with
Inconsistent Agents

In this section, we explore how different levels of reliabil-
ity affect users’ perception of a systems trustworthiness. An
earlyworkusing theAdvancedTraveler InformationSystems
(ATIS) [21] indicates that while different levels of accuracy
cause different levels of trust and compliance in users, the
order of exposure to different levels of accuracy has a signif-
icant effect on the level of trust and compliance as well. High
accuracy during initial interaction canmaintain high levels of
trust and compliance as accuracy decreases; however, poor
initial experience can adversely affect trust and compliance
even as accuracy in subsequent interactions increases (e.g.
see Fox and Bohem-Davis [17]).

The users estimation of difficulty of the task performed
incorrectly by an agent impacts levels of trust as well. Mad-
havan et al. [32] propose “easy-errors hypothesis” which
suggests “that automation errors on tasks easily performed by
operators undermine operator trust in and reliance on auto-
mated aids, even if the aid is, on average, more accurate than
the unaided human operator”. They performed an experi-
ment in which participants did a target detection task with
both easy and difficult trials. An automated diagnostic aid
was present to help the participants do the task. The system’s
overall reliability was chosen to be 70% reliable. However,
there were two groups in which the distribution of aid gen-
erated errors was either within the easy trial or the difficult
trial. Results of this experiment show that participants who
workedwith the aidwhich had errors on easy trialsmistrusted
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the aid, misperceived its reliability and disagreed with the
aid more frequently than the participants who worked with
an aid which was 100% reliable on easy trials and only had
errors on difficult trials. A second experiment showed that the
impact of “easy” automation errors on trust and dependence
was significant even if the errors happened infrequently and
contained false alarms, supporting the initial hypothesis.

However, there are also ways for automated systems to
regain lost trust. User understandingwhy unreliability occurs
can help tomitigate some of the adverse effects of agent error
on trust. In one study, participants were asked to indicate the
presence or absence of a camouflaged soldier with the aid
of an automated system [14]. The experiment included 200
trials with every 5 trials being done either with or without
the help from aid. The aid could be “superior”, making half
as many errors as the participant or “inferior”, making twice
as many errors as the participant. The aid was set up such
that it didn’t make any errors in the introduction so that it
was perceived as trustworthy and reliable. However, during
the main task, observing the system aid make errors, partici-
pants found even the reliable aids untrustworthy. Therefore,
the majority of the participants decided to rely on themselves
even in the case of “superior” aid where its performance was
far better than participants’. In the next steps, the partici-
pants were provided with an explanation regarding why the
system might sometimes make errors. Providing this expla-
nation increased the trust and reliance toward the system and
participants started to trust the system again even when its
trustworthiness was not guaranteed.

Higher levels of reliability are correlated with increased
user trust and compliance across different forms of interfaces
and different types of aids. Prior work suggests that as the
level of reliability of an assistant agent increases, the perfor-
mance of the users and their trust for the agent increases as
well. The following studies report different levels of trust for
agents with different levels of reliability. All of these works
use the Jian et al. [24] trust scale to measure subjective trust.

In a driver’s advisory warning system (AWS) [37], using
a 60% reliable agent which provided false alarms led to a
decrease in performance and it reduced participants’ com-
pliance, compared to a 100% reliable agent. False alarms
also negatively affected the subjective evaluation of the AWS
such as its usefulness or participants’ trust toward it. How-
ever, results of this study show that even using an unreliable
AWS will provide benefits to the drivers compared to the
baseline condition; i.e. responding earlier to critical driving
situations and hence, a better performance. In an Advanced
Traveler Information Systems (ATIS), Gruber [21] reports
that participants in the 90% reliability condition showed
higher compliance and reported significantly higher subjec-
tive trust than participants in the 72% reliability condition.
Also, performance was improved by higher levels of relia-
bility. However, they argue that it was easier for the users to

detect mistakes and make a better judgment of the agents’
advice on a moderately reliable agent as opposed to an
exceedingly reliable one.

Investigating the effects of different levels of reliability,
shown by either false-alarms ormisses, in an intelligent agent
which assists users in supervisory control of multiple robots
on users performance, Chen et al. [9] report that a reliable
agent can improve the users performance by reducing the
overall mission time. Putting more focus on trustworthiness
of agents, deVisser et al. [12] conducted a study to investigate
the effect of type of agent (computer, avatar, videos of a
human actor) and agent reliability (100%, 75%, 50%, 0%)
on human performance and trust in a trust task. This trust
task consists of the following 5 steps: (1) selecting a number
in a sequence, (2) watching an agent video, (3) observing the
agent recommended number, (4)make a final number choice,
and (5) observing the correct answer. They report that there
was a direct correlation between an agent’s reliability and
users’ subjective trust toward it. Also, compliance with the
agent increased as the reliability increased; therefore, users
performance was higher when they interacted with a more
reliable agent.

To sum up, previous work show that the degree of relia-
bility of the agent has a direct relationship with its perceived
trustworthiness. In addition, as the agent becomes more
human-like, it takes longer for trust to be built between users
and the agent. On the other hand, once a certain level of trust
is established, the rate of losing trust for a human-like agent
can be slower than a conventional computer agent. This sug-
gests that EVAs are better tools for collaborative work since
inmost scenarios long term trust is more important than short
term trust.

The findings described above were based mostly on con-
versational aspects of trust in EVAs. Since this requires
complex models and analysis, less attention was paid to the
subtle effects of nonverbal behavior, which have also been
shown to be important in trust [7,23]. In addition, most work
on inconsistent agents examines different levels of unreliabil-
ity in one agent. Therefore, it is still not clear how interaction
with one agent affects user’s trust toward another agent.

3 Methods: Agent Behavior and Trust

In this section, we describe an experiment which examines
the correlation between agent’s reliability and its perceived
trustworthiness in addition to investigating the effect of inter-
action with one EVA on perception of trustworthiness of
another EVA. Our decision to use two agents which have
distinctive looks makes it possible for us to see how interac-
tion with one agent affects user’s expected trust toward the
future agents as well as past trust toward previous agents.

In particular, we explored the following four hypotheses:
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1. Task performance will be influenced by agent’s behavior
(cooperative or uncooperative)

2. Average trust towards the cooperative agentwill be higher
than the average trust towards the uncooperative agent.

3. Average trust toward the cooperative agent will be higher
if participants worked with the uncooperative agent first
(vs cooperative agent first)

4. Average trust toward the uncooperative agent will be
lower if participants worked with the cooperative agent
first (vs uncooperative agent first)

3.1 Experimental Task

The main task for the study was a human-EVA collaborative
task. We created a user interface where the user could work
with an agent to find the correct answer to multiple choice
questions. The interface displays a question with an answer
grid containing nine potential answers. The agent’s face is
visible on the right side of the screen (Fig. 1). The questions
were basic general knowledge questions and were selected
from two online repositories [1,2].

Participants answered 50multiple choice questions, while
receiving feedback from the agent. Then, they answered a
second set of 50 questions, receiving feedback from a differ-
ent agent. The two agents were of the same gender and race in
order to control for any effects that those factors could have
on participants. In this paper, the first and second agent refer
to the agent which was used in set 1 or 2 respectively (regard-
less of it being Agent A or Agent B). The first 30 questions in
each set were easy to medium in difficulty to ensure that the
participant can judge the agent’s behavior as cooperative or
uncooperative. The last 20 questions are difficult, requiring
the participant to heavily rely on the agent. The agent’s feed-
back only included facial expressions without any voice. The
agent behavior also included blinking, head movements, and
sideways glances during idle periods.

3.2 Calibration of Questions and Facial Expressions

Prior to our main in-person study, we conducted a prelimi-
nary online study to calibrate the difficulty of the questions
and to validate the different agent expressions. We created
six different facial expressions for each agent to convey 3 lev-
els of positive feedback (strong head nod with a big smile,
slight head nod with a smile, and only a smile) and 3 lev-
els of negative feedback (strong head shake with a frown,
slight head shake with a frown, and tilting the head with a
small frown) based on multiple previous studies mentioned
in the Related Work section.1 We also selected 200 general
knowledge questions from two online repositories [1,2]. We

1 A video showing the interface and all six facial expressions on both
agents is included as supplemental material.

recruited 187 online participants from local student groups
on social media. The goal was to collect data from our tar-
get population to validate the facial expressions and to assign
appropriate difficulty levels to each question before theywere
used in the main study.

To validate the facial expressions, we asked participants to
watch a video of one agent performing each facial expression
and to provide a rating of Highly Positive (HP), Moderately
Positive (MP), Slightly Positive (SP), Highly Negative (HN),
Moderately Negative(MN) and Slightly Negative(SN). To
validate the question difficulty, participants answered a sub-
set of the 200 questions online, without interacting with an
agent. Each participant answered 25 questions and rated six
different facial expressions on either Agent A or Agent B
(see Fig. 1 for pictures of each agent).

For each question, we had between 16–20 answers and
for each agent, we had over 60 ratings (n = 61 for Agent
A, n = 67 for Agent B). The difficulty of each question was
determined by the percentage of the correct answers. The
ratings results showed that the highly-positive facial expres-
sion (strong head nod with a big smile), which is used to
indicate the correct answer in main study, was easily identi-
fiable. Also, all participants could unanimously distinguish
between positive and negative expressions, and only a small
number of them could not distinguish between the different
intensity levels (e.g. slightly vs. moderately).

For themain study, two sets of 50 questionswere extracted
from the pool of 200 questions. In each set, the first 10 ques-
tions have greater than 85% correct answers (total of 24 out
of 200 questions); the second 10 questions have 70–85% cor-
rect answers (total of 25 out of 200 questions); the third 10
questions have 50–70% correct answers (total of 43 out of
200 questions); and the last 20 questions are the ones with
less than 50% correct answers (total of 108 out of 200 ques-
tions).

3.3 Study Design

The main in-person study used a between-subjects design.
The independent variable is the agent behavior (cooperative
or uncooperative) in the two sessions, creating four condi-
tions, which will be described in detail in Sect. 3.6. There
were two different agents (Agent A or Agent B) used in the
two sessions and their orderwas counterbalanced.Thedepen-
dent measures are described in detail in Sect. 3.7. Table 1
shows the conditions and order of the agents for each partic-
ipant.

3.4 Participants

There were 35 participants (19 male) aged between 19–45
(Mean=23.9, SD=5.88). 32 of the participantswere students
from Drexel University and University of Pennsylvania; 22
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Table 1 The experiment was counterbalanced across participants (P1–
P30), based on the agent order (A and B) as well as the agent behavior
(Cooperative (C) and Uncooperative (U)) in the two sessions

Cond AB BA

CC P1,P5,P9,P13,P35 P20,P24,P28,P32

CU P19,P23,P27,P31,P33 P2,P6,P10,P14

UC P3,P7,P11,P15 P18,P22,P26,P30,P34

UU P17,P21,P25,P29 P4,P8,P12,P16

Bachelor’s students, 4 Master’s students and 6 PhD students.
The participants were recruited through flyers on campus and
posts on local student groups on social media. They signed
an IRB approved consent form and were compensated for
participating in the study.

3.5 Experimental Procedure

The experiment procedure is illustrated in Fig. 2. The par-
ticipants came to the lab, were greeted by a researcher and
signed an IRB-approved informed consent form before start-
ing the study. Each participant completed a practice session
where they could familiarize themselves with the user inter-
face without answering any questions (See Fig. 1). There
were instructions indicating that hovering over each option
may result in agent showing a facial expression. The partic-
ipants interacted with both agents and the agent order was
counterbalanced in this practice session.

After the practice session, the participants completed the
first trust questionnaire about their experience with each
agent, focusing on how trustworthy they found the agent.
This provided baseline information about the participants
perception of each agent. We used a scale for trust between
people and automated systems proposed by Jian et al [24]
with minor modifications for this purpose. The modifica-
tions are described in the DependentMeasures section below
(Sect. 3.7). The scale used in this study is included in
Appendix 1.

Once the questionnaire was complete, participants inter-
acted with an agent to answer fifty questions. The agent
appearance occurred in the same order as the order in the
practice session, which was counterbalanced. The agent
behavior depended on the condition that they were in, but
was either cooperative or uncooperative. Participants were
not told what behavior each agent would have. After the first
question session, the participants filled out the second trust
questionnaire which was identical to the first. Participants
always answered the questions for both agents, regardless of
whether they had worked with the agent yet or not. We did
this so that we are able to observe if interaction with the first
agent has affected the user’s perception of the second agent’s
trustworthiness even though they havent worked with it yet.

Fig. 1 Participants familiarize themselves with both agents in the intro-
duction, before beginning the experiment

The participants then interacted with the other agent to
answer the second set of fifty questions. The agent’s behavior
depended on the condition. Following the second question
session, participants filled out a third trust questionnaire
which was identical to the first and second one.

There was a final questionnaire to collect subjective self-
reported data, followed by an interview. The questionnaire
contained general questions such as “What is your general
feeling about each agent?” and “What do you think each
agent was trying to do?” In the interview, a researcher went
over the participants’ answers to the questionnaire and gave
them a second chance to explain and clarify their answers.
The data collected from the final questionnaire and interview
is used to get more insight into the quantitative results and
start a discussion about possible future work. The final ques-
tionnaire is provided in Appendix 2. The screen and webcam
feed, including audio, was recorded during the whole exper-
iment and interview for later review.

3.6 Experiment Conditions: Agent Behavior

Our study involved two task sessions where agent behav-
ior could either be cooperative or uncooperative. As it can
be inferred from related work, there is no set standard for
percentage of reliability of a system for it to be consid-
ered trustworthy or not. Instead, the reliability of the system
has to be tailored to the nature of the task in order to keep
the participants actively interacting with the agent and pre-
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Fig. 2 Overview of the experiment

vent self-reliance or over-trust. Muir [35] discusses that low
level of trust in decision supports systems (DSS) will lead
to ignoring the agent completely and inappropriate self-
reliance; while high level of trust in such systems can cause
automation-induced complacency or over-trust.

Through experimenting with different levels of coopera-
tiveness during the pilot study [34] onundergrad andgraduate
students from Drexel University (n=11, 4 male, age between
21 and 32, Mean = 26.81, SD = 3.18 ), we set an average
of 80% cooperativeness for cooperative agent and 20% of
cooperativeness for uncooperative agent. We observed that
if the agent is more than 80% cooperative, participants tend
to completely rely on it without questioning the agent’s relia-
bility even if they observe inconsistency for a few questions.
Also, if the agent was less than 20% cooperative, participants
tended to completely ignore it and not pay attention to it at
all.

It is also important to mention that we wanted the partici-
pants to get a general idea about the agent’s behavior during
the first ten questions (easiest questions), since the rest of the
questions were not necessarily easy and participants couldn’t
easily tell if the agent is helping them find the right answer
or not before answering the question. Therefore, in the first
ten questions, the cooperative agent did not give more than
two instances of incorrect feedback. This gave participants
a sense that the agent is helpful but that there will be times
that it is not. For the uncooperative agent, we wanted to guar-
antee that participants experienced at least two instances of
correct feedback in the first ten questions so that they would
not assume that the agent is actively trying to choose the
wrong answer all the time (we could not guarantee that if
the agent was completely random). Therefore, the agent was
20% cooperative so that the users know there is a possibility
that the agent is suggesting the right answer.

Each participant completed two back-to-back sessions,
each with a different agent (Agent A or Agent B). The feed-
back (facial expression shown when cursor is hovered over
an option) are randomly distributed, i.e. they are shuffled for
each participant and for each option in each question. The

agents were counterbalanced; thus, there were four experi-
ment conditions:

(1) CU: Cooperative in first session, Uncooperative in sec-
ond;

(2) UC: Uncooperative in first session, Cooperative in sec-
ond;

(3) CC: Cooperative in both sessions;
(4) UU: Uncooperative in both sessions.

The details of the cooperative and uncooperative behav-
iors are described below.

3.6.1 Cooperative Agent Behavior

In the cooperative scenario, the agent is generally helpful.
However, to be more like a real-world scenario, there is
some uncertainty and variance in the agent behavior, since an
agent may not always have the necessary knowledge for all
questions. Thus, for 80% of the questions, the agent shows
highly-positive facial expression (HP) for correct answers
and random facial expressions for wrong answers. In the
other 20% of the times, HP is assigned to a random (non-
correct) answer. The agent showsmoderately-negative facial
expression (MN) for two of the answers, no feedback for two
other answers and each of the remaining feedback options for
the rest of the answers.

3.6.2 Uncooperative Agent Behavior

In the uncooperative scenario, the agent is generally unhelp-
ful to the study participant. For 80% of the questions, the
agent shows a random facial expression (non-HP) for the
correct answer. In the other 20% of the times, it shows HP
for correct answers.

3.7 Dependent Measures

To investigatewhether trust andperformancewere influenced
by agent behavior, we examined the following performance
and trust measures.

Performance Measures

– Correct Responses:percentage of correct answers in each
set of 50 questions.

– Response Time: the completion time (seconds) for each
set of 50 questions.
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Trust Measures

– Behavioral Trust: As an objective measure of trust in
the agents, we use a method proposed by Pak et al [39],
which examines the pattern of dependence on the aid.
This can be defined as the number of times participants
agreed or disagreed with the aid. In our study, we looked
at the number of times the user chose the answer with the
highly positive feedback. For example, the score would
be 49 if the user selected the response with the highly
positive facial expression for 49 out of 50 questions.

– InitialRelianceonAgent:percentageof correct responses
on the first ten questions where the answer was clear.
The first ten questions are the easiest questions in the set
(>85% of online participants (n=16-20 for each question)
answered them correctly). For these questions, the par-
ticipants should be able to answer the question without
help from the agent.

– Self-Report Trust Questionnaire: the responses to a final
questionnaire and in-person interview after completing
both sessions.

– Subjective Trust: the responses to a 10-question ques-
tionnaire on agent trust adapted from Jian et al. [24],
which has been used in the related work discussed earlier
[9,12,19–21,37] . Participants answered each question by
selecting a value on Likert-scale with 1 being “Totally
Disagree” and 7 being “Totally Agree” (see Apendix 1).
We calculated an overall score by taking the sum of the
five positively phrased questions and the five negatively
phrased questions, with scale reversed so that they can
be compared. For example, for “I can trust the agent,” a
rating of 6 out of 7 will remain a 6; however, for “I am
wary of the agent” a rating of 6 out of 7 would convert
to a 2 when the scale is reversed. We also looked at each
question individually in our analysis. Participants com-
pleted this three times, but in this paper we focus on the
final ratings (third trust questionnaire) after interaction
with both agents.
When using standard scales, such as the Trust Survey
[24], it is best to use them exactly as they were designed.
However, prior work has made minor modifications to
the Jian et al. scale such as combining questions with
other questions and eliminating similar ones [19], adding
other questions to the scale [37], modifying and combin-
ing with another scale [9], combining with another scale
[21], and handpicking several items from different scales
[12] just to name a few. In our version of the question-
naire, we made minor, deliberate modifications to the
questions to avoid confusing participants and potentially
compromising the answers. The questions are provided
in Appendix 1 and are shown in Fig. 3 as well. The list
of our minor changes are as follows:

– In all questions, instead of the word “system”, we used
the word “agent” to ensure the participants rate the agent
and not the whole Q&A platform/system.

– In question 2, the word “underhanded” was replaced by
its synonym “dishonest” to ensure all participants, espe-
cially international ones, understood the meaning of the
word.

– In question 5, “the system’s actionswill have a harmful or
injurious outcome”, was replaced by “the agent’s behav-
ior will have a negative outcome”. The word “actions”
was replaced by “behavior” since the agent is not tak-
ing any actions. Words “harmful and injurious outcome”
were replaced by “negative outcome” since there was no
way for our system to harm or injure the participants or
anyone else. Using those words would have caused con-
fusion and could have compromised the ratings.

– Question 7, “the system provides security” was dropped.
Similar to “having harmful or injurious outcome”, pro-
viding “security” would not make sense in the context of
our study.

– Question 12, “I am familiar with the system” was
dropped. Since the agent is embodied and has a distinc-
tive face, theword “familiar” could be perceived as seeing
the agent somewhere else or recognizing the face of the
agent.

Other than these deliberate changes, the survey was
worded as in the original.

4 Results

Below,we report the results of our study by looking at the per-
formance and trust results. Each subsection is broken down
by each of the dependent measures.

4.1 Performance Results

We examined the correct responses and response time of
task performance to see how they were affected by the agent
behavior condition.

4.1.1 Correct Responses

First, as expected, working with a cooperative agent resulted
in a higher percentage of correct answers than working with
an uncooperative agent, across all conditions. For set 1,
Bartlett’s test did not show a violation of homogeneity of
variances (χ̃2(3) = 2.35, p = 0.502). With one-way ANOVA,
we found a significant effect of condition on performance
(F(3,31)= 28.81, p < 0.01, partial η̃2 = 0.74). The post-hoc
test showed significant differences between CC and UC (p
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Fig. 3 Responses to Trust
Survey from all Participants.
Each individual response is
represented as a segment in the
line, with the color representing
the response score (from 1–7).
Blue indicates higher trust and
red indicates lower trust.
Column 1 shows the ratings for
the agent in the first set, while
column 2 shows user ratings for
the agent in the second set. The
first agent was Cooperative in
the CC and CU conditions, and
uncooperative in the UU and
UC conditions. The second
agent was cooperative in the CC
and UC conditions, but was
uncooperative in the UU and
CU conditions

< .01), CC andUU (p < .01), CU andUC (p< .01) and CU
and UU (p < .01). In other words, if the agent behavior (C
or U) for the first set was different between the two condi-
tions, the performance in C was significantly higher than the
performance in U. For set 2, Bartlett’s test showed a viola-
tion of homogeneity of variances (χ̃2(3) = 8.13, p = 0.043).
Therefore, we transformed the data to the log of data and ran
a one-way ANOVA test. With one-way ANOVA, we found
a significant effect of condition on performance (F(3,31)=
29.45, p< 0.01, partial η̃2 = 0.74). The post-hoc test showed

significant differences between CC and CU (p < .01), CC
and UU (p < .01), CU and UC (p < .01) and UC and UU (p
< .01). In other words, if the agent behavior (C or U) for the
second set was different between the two conditions, the per-
formance in C was significantly higher than the performance
in U.

Also, we compared all cooperative sessions with all unco-
operative sessions using an unpaired t-test. We found that
participants had significantly higher percentage of correct
responses when working with a cooperative agent (M =
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Fig. 4 Average Performance. In both problem sets, participants work-
ing with a cooperative agent (C) had significantly higher performance
than those working with an uncooperative agent (U)

81.55%, SD = 7.68) than the uncooperative agent (M =
51.8%, SD = 11.0) (t(28.4) = 9.232, p < .05, Cohen’s d
= 3.15) for set 1 regardless of the condition. Similarly, for
set 2, participants had significantly higher number of cor-
rect responses when working with a cooperative agent (M =
81.7%, SD= 6.55) than the uncooperative agent (M= 44.5%,
SD = 12.2) (t(25.4) = 8.95, p< .05, Cohen’s d = 2.86) regard-
less of the condition. Figure 4 shows the average percentage
of correct answers when working with the cooperative and
uncooperative agent in each session.

4.1.2 Response Time

With an unpaired t-test, we found no significant difference
in response times between working with a cooperative agent
(M = 756.1s, SD = 254.5) and an uncooperative agent (M
= 669.0s, SD = 237.1) for set 1. Similarly, for set 2, there
was no significant difference in response time when working
with a cooperative agent (M = 631.6s, SD = 182.9) from the
uncooperative agent (M = 669.0s, SD = 197.9).

4.2 Trust Results

A goal of our experiment was to examine the correlation
between agent’s cooperativeness and its perceived trust-
worthiness. We did this through an objective behavioral
trust measure, a subjective self-report trust questionnaire,
and through participants’ initial reliance on agent when the
answer was clear. The results are reported in the following.

4.2.1 Behavioral Trust Measure

Before reporting the results on behavioral trust, we inspected
whether the first agent’s behavior in set 1 affected the behav-
ioral trust for the second agent. In other words, we explored
whether a user would show differences in behavioral trust of
a cooperative agent, based on whether they previously inter-
actedwith a cooperativeoruncooperative agent.Anunpaired
t-test showed no significant difference between behavioral
trust in the second agent in CC and UC (p > 0.5), where the
second agent was cooperative, but the first agent varied. The
same applies to second agents in CU and UU where the sec-
ond agent was uncooperative, but the first agent varied. These
results indicate that the first agent’s behavior did not have an
impact on behavioral trust in the second agent. Therefore, we
can do analysis on cooperative and uncooperative agents in
the second sets regardless of what the behavior of first agent
was.

With an unpaired t-test, we found that participants had
significantly lower behavioral trust when working with an
uncooperative agent (M=14.3, SD=7.61) than a cooperative
agent (M=41.22, SD=6.68) (t(31.9) =11.1,p< .05,Cohen’s
d = 3.77) for set 1.

Similarly, for set 2, participants had significantly lower
behavioral trust when working with an uncooperative agent
(M = 16.6, SD = 6.71) than the cooperative agent (M = 43.8,
SD = 4.33) (t(27) = 14.11, p < .05, Cohen’s d = 4.83).

4.2.2 Initial Reliance on Agent

As another behavioral measure of trust, we were interested
in whether the participants still utilized the guidance from
the agents, even when the answer was clear. Unpaired t-test
results show significant difference between the number of
wrong answers in the first ten questions in C (M = 0.66, SD
= 1.03) and U (M= 1.58, SD = 1.17) (t(31.8) = 2.46, p < .05,
Cohen’s d = 0.84) for set 1. Similarly, for set 2, there was
significant difference between the number of wrong answers
in the first ten questions in C (M = 1.22, SD = 1.11) and U
(M= 2.41, SD = 2.03) (t(24.5) = 2.13, p < .05, Cohen’s d =
0.73).

4.2.3 Self-Report Trust Questionnaire

With an unpaired t-test, we found that participants had sig-
nificantly lower overall trust in the first agent when it was
uncooperative (M = 18.05, SD = 5.67) than when it was
cooperative (M = 47.66, SD = 12.25) (t(24.2) = 9.26, p<.01,
Cohen’s d = 3.07). Similarly, participants had significantly
lower overall trust in the second agent when it was uncoop-
erative (M = 18.64, SD = 8.48) than when it was cooperative
(M = 45.83, SD = 13.5) (t(28.8) = 7.18, p<.01, Cohen’s d =
2.4).
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To explore how overall trust varied across all four con-
ditions (CC, CU, UC, UU), we ran a Kruskal Wallis test
to determine whether condition had a significant effect on
the trust rating. Post-hoc tests used Wilcoxon rank sum tests
with Bonferroni corrections. The results of overall trust for
all conditions are shown in Fig. 5.

For the first agent there was a significant effect of con-
dition on Overall Trust Score (χ2(3)=25.4, p<0.01). The
post-hoc test showed significant differences betweenUC and
CC (p<.01),UC and CU (p<.01),UU and CC (p <.01) and
UU and CU (p<.01). In other words, there was a significant
difference in overall trust in the first agent for all pairs of
conditions where that agent’s behavior was different (coop-
erative or uncooperative).

For the second agent there was also a significant effect
of condition on Overall Score (χ2(3)=25.3, p<0.01). The
post-hoc test showed the significant differences between CU
and CC (p<.05),UC and CU (p<.01),UU and CC (p<.05),
UU and UC (p<.01) and also UC and CC (p<.05). In other
words, there was a significant difference in overall trust in
the second agent for all pairs of conditions except for UU
and CU. This includes all of the pairs of conditions where
the second agent’s behavior was different (cooperative or
uncooperative) as well as CC and UC in which the second
agent’s behavior was the same but the first agent behavior
was different. Participants in the CC group had less trust for
the second agent even though second agents in UC and CC
were both cooperative. The difference is that those in UC
had worked with an uncooperative agent first and those in
CC worked with a different cooperative agent.

4.2.4 Individual Trust Questions

For each of the trust questions, we ran a Kruskal Wallis test
to determine whether condition had a significant effect on
the trust rating. Post-hoc tests used Wilcoxon rank sum tests
with Bonferroni corrections. For all questions, we found a
significant effect of condition on the rating. The results of
the individual questions are shown in Fig. 3.

5 Discussion

Below, we discuss the findings and their implications. As
a reminder, the analysis of subjective trust in this paper is
based on the third trust questionnaire. At that point of the
experiment, the participants had completed two question sets
and therefore had interactedwith both agents.Also,wewould
like to point out again that the first agent refers to the agent
used in set 1 and the second agent refers to the agent used in
set 2, regardless of it being Agent A or Agent B (see Fig. 1).

We begin by going through the hypotheses to determine
whether we can accept or reject them and we integrate

responses from the post-study interview to shed further light
on the results. We then discuss other takeaways from the
study results.

5.1 Performance (H1): Task Performancewill be
Influenced by Agent’s Behavior

We can accept H1 since the agent behavior did significantly
affect the performance (percentage of correct answers) in
each set. In addition to overall comparison between all coop-
erative sessions and all uncooperative sessions, we also
found significant effect between the conditions, and even
between the first ten easiest questions for which participants
were expected to answer correctly without the help of an
agent. It means that interacting with the agent, especially in
the beginning of the session, could cause over trust. In other
words, the participants chose the agent’s answer over theirs,
even if they were confident of their answer. This has been
reported in the final questionnaire and interview by multi-
ple participants. For example, P6 (CU) said in the very first
question of second set (famous escape artist, ans. Harry Hou-
dini), they knew the answer but since agent was pointing to
a different one, they thought maybe they were wrong and
eventually chose the agent’s incorrect answer. P15 (UC) said
that uncooperative agent made them change their answers
even for some very simple questions (e.g. What two colors
make the color purple?, ans. Blue and Red). P33 (CU) said
that sometimes when they had a guess for the answer but the
agent was pointing to a different one, they usually switched
to that one and it was incorrect. For example, when work-
ing with cooperative agent, receiving a negative feedback
for an answer of which they were confident or had a good
guess usually resulted in them complying with the agent and
choosing the agent’s incorrect answer over theirs. P18 (UC)
thought that the cooperative agent made them change their
choice and choose the wrong answer for some questions. P35
(CC) also reported that for some very simple questions like
the “purple question”, they chose to trust the agent over their
own knowledge and ended up choosing an incorrect answer.
This blind reliance on the agent is an indicator that when an
agent builds enough trust with the user, it can work both in
favor of or against the user’s interest.

5.2 Perceptions of Trust in Agents (H2): Average
Trust Towards the Cooperative Agent will be
Higher than the Average Trust Towards the
Uncooperative Agent

Based on the results discussed above, we can accept H2
since both objective behavioral and subjective perceived trust
showed significant difference for cooperative vs uncooper-
ative sessions. Also, data from the interview confirms that
participants started to gradually build trust toward the coop-
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Fig. 5 Overall trust for all conditions. significant differences are shown above bars

erative agent. For example, P33 (CU) said that their trust of
the cooperative agent increased. They said that they started
off relying on their own knowledge and just double checking
with the agent to see how it reacted. But later in the session,
they began to completely rely on the agent.

5.3 Previous Experience and Trust (H3 and H4)

In this section we discuss the effect of previous interaction
with one agent on users’ trust for another agent. We also dis-
cuss the effect of interaction with future agents on changing
users’ mind about trustworthiness of a previous agent.

5.3.1 H3: Average Trust Toward the Cooperative Agent will
be Higher if Participants Worked with the
Uncooperative Agent First

To investigate H3, we look at differences in overall trust in
the UC and CC conditions, where the second agent had the
same cooperative behavior. This shows that interacting with
an uncooperative agent before a cooperative agent can lead
to higher trust in the cooperative agent, when compared to
interacting with two different cooperative agents. Therefore,
H3 is accepted.

Another interesting takeaway from the results above is
that we observed a significant difference between CU and
CC for the first agent. This means that after working with an
uncooperative agent in CU, participants gave the first agent

(C) a higher ranking, compared to participants who worked
with C in both sets (CC). It means that knowing that there
is an uncooperative agent which can perform worse than
the cooperative agent, makes the participants rate the coop-
erative agent more favorably. However, working with two
cooperative agents made the participants rate both agents
relatively less favorably.

This also has been pointed out by many participants in
the final questionnaire and during the interview. Many of the
participants initially found the cooperative agent deceptive
and not trustworthy, but after working with an uncooperative
agent, they significantly changed their views. For exam-
ple, P31 (CU) said:“After Agent A [Cooperative], I thought
I could not trust her because she was 70/30 correct and
I’d rather take my own chances by trusting in myself over
the agent. However, after using Agent B [Uncooperative], I
would much rather trust Agent A to assist me with questions
than Agent B, because I never had a point in the ques-
tions where I trusted her [the uncooperative agent] input.
It changed my opinion of Agent A by experiencing Agent B
last. Had it been the other way around, my feelings might
have been a little different.”.
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5.3.2 H4: Average Trust Toward the Uncooperative Agent
will be Lower if Participants Worked with the
Cooperative Aagent First

There was no significant difference in overall trust of the
second agent between theUU and CU conditions, where the
second agent was always uncooperative. There also was no
significant difference between UU and UC for first agent.
This shows that interacting with an uncooperative agent
results in trust scores so low for that agent, that regardless
of whether the previous experience with another agent was
cooperative or uncooperative, the differencewouldn’t be sig-
nificant. Therefore, this rejects H4.

5.4 Changes in Trust with Similar Agent Behavior

One point of interest in the results is the notable difference
between the overall trust for first (M = 44.3, SD = 12.7) and
second (M = 35.7, SD = 9.6) agent in CC condition, (t(15.4)
= 4.9, p<.01, Cohen’s d = 2.3), when both agents exhibit the
same cooperative behavior. This disparity is significant as
this effect is absent in UU condition, where both agents are
uncooperative. One theoretical basis for the divergent results
is explored in “Primacy bias” by Desai et al. [10], which
suggests a cognitive bias to recall and favor items introduced
earliest in a series. For example, in an interesting case, P9
(CC) saw inconsistency from one of the cooperative agents
for one question they knew the answer of in early stages of
the session, and they never trusted the agent again. Because
of thismistrust, they ended up choosingmanywrong answers
because the agent was pointing to correct ones and they did
not want to choose that option. In future, we will do further
investigation on this by including data from the second trust
questionnaire and digging deeper into participants’ answers
to the final questionnaire and interview.

6 Implications for Design of Agent Behavior

The results show that the perceived trust toward an EVA is
relative and it can significantly change when an individual
interacts with more than one agent. The results of trust ques-
tionnaires revealed that participants gave relatively lower
scores for a cooperative agent’s trustworthiness if they had
not worked with an uncooperative agent. However, a pre-
liminary analysis of the second trust questionnaire reveals
that even within the same participant, the scores increase for
cooperative agent after the participant had interacted with an
uncooperative agent.We have observed that inCU condition,
many participants gave higher scores to the first agent (coop-
erative) in the third trust questionnaire than they did in the
second questionnaire. Future analysis on the data from the
second trust questionnaire is needed to investigate whether

the increase in score were statistically significant. Regard-
less, our results show that by a comparative method similar
to this experiment, it is possible to calibrate user’s trust for
one agent through interaction with a different agent.

Humans deal with inconsistent agents all the time. There
are many situations, e.g. mission critical systems, in which
an intelligent agent may not be able to guarantee an opti-
mal or even correct solution depending on the availability of
information, time and resource restrictions, and lack of exper-
tise in a certain field. It is still up to the human operator to
make a final decision based on the agent’s recommendation.
Now, if one agent is performing poorly and if an alternative
is available and is perceived as significantly more reliable,
the users are more likely to over-trust the alternative having
worked with a less reliable agent before. This was observed
in our study and is supported by previous work in the field
[26,28,36]. To avoid this problem, it is important to make the
operator aware of this bias in order to help themmake a deci-
sion without prematurely judging an agent’s trustworthiness.

7 Limitations

This studywas performed in a lab settingwith controlled con-
ditions to ensurewe could isolate particular factors.However,
to bring this to real world applications, further studies would
be needed in more realistic settings.

In addition, the current study did not aim to explore the
impact of the length of interaction in development of trust.
Previous work has shown has a meaningful effect on trust
toward automation [4], and would need to be further studied.
For this study, we intentionally kept the agents’ character-
istics similar so that these other factors, which have been
shown in related work to affect trust, would not confound
the main study on cooperative/uncooperative agent behav-
ior. Although previous works suggest that the gender of the
agent does not significantly affect trust (e.g. see Ghazali et al.
[19]), it would be interesting to further study agent variants
(gender, race, age) and their effect on trust in the context of
our experiment.

Also, we acknowledge that the demographic of our par-
ticipants (mostly undergraduate or graduate students) does
not fully represent the general population and further stud-
ies may be needed to confirm whether the results would be
similar for different demographics.

8 Conclusion and FutureWork

In this study, we investigated how EVAs’ behavior, and the
user’s prior and future experience with different agents affect
the subjective and objective trust for the agent. Participants
who interacted with a cooperative agent had a better perfor-
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mance than oneswho interactedwith an uncooperative agent.
Participants reported higher trust for the cooperative agent.
Additionally, if the participants interacted with an uncoop-
erative agent, they rated the cooperative agent significantly
higher than participants who interacted only with cooper-
ative agents. We also observed over-trust, specially in the
early stages of the interaction, can cause the users to choose
agent’s incorrect recommendation over their own judgment;
even in cases that they are fairly sure their judgment is correct.
The results of this study provide new insight into interaction
between humans and virtual agents, aswell as highly realistic
humanoid robots in mission critical systems which require
the collaboration of humans and computers under uncertainty
in a fast and efficient way.

The results presented in this work open a window for
future research to use EVAs as primary user interfaces due
to the similarity of interaction with such agents to natural
human-human interaction and possibility of building high-
level, resilient trust toward them. While our focus on this
work was on agent’s level of cooperativeness and the effect
of previous/future interactions, future studies should con-
sider investigating other factors in order to provide a more
thorough model of trustworthiness in EVAs.
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