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Abstract
Our team of culturally Deaf ASL-signing and hearing non-signing
HCI researchers conduct research with the Deaf community to
create ASL resources. This case study summarizes reflections, learn-
ing, and challenges with HCI user study protocols based on our
experience conducting five user studies with deaf ASL-signing
participants. The case study offers considerations for researchers
in this space related to conducting think-aloud protocols, inter-
views and surveys, getting informed consent, interpreter services
and data analysis and storage. Our goal is to share the lessons we
learned, and offer recommendations for future research in this area.
Going beyond accommodations and accessibility, we hope these
reflections contribute to a shift toward ASL-centric HCI research
methodologies for working with the Deaf Community.

CCS Concepts
• Human-centered computing → Accessibility; Interaction
design process and methods.
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1 Introduction
Over the past three years, our core research team comprised of deaf
ASL-signers, hearing ASL-signers, and hearing non-signers have
collaborated in HCI research, conducting five user studies with par-
ticipants from the Deaf Community1. Because of our team composi-
tion, we were acutely aware of the importance and potential impact
of our language and communication choices, so we repeatedly chose
to invest significant time and effort to prioritize offering elements
of our studies in both American Sign Language and printed English
[4, 5, 25, 26]. At every step, we uncovered our own cultural and
language biases and worked to address them. We carefully consid-
ered the responsible conduct of research, including the participants’
rights and the researcher’s ethical responsibilities. Our commitment
to offering a respectful andwelcoming space for all deaf participants
and colleagues was a driving factor as we developed the design
of each study, and yet, we still found it necessary to continuously
evolve our designs and practices for standard research elements.

We engaged in continual discussion to explore how existing HCI
methods, which are well-defined for hearing and speaking users,
do not always translate well for deaf ASL-signing researchers and
participants. As each discovery triggered adjustments to the next
study, we essentially piloted a series of redesigns to various ele-
ments, including presentation of demographic and other surveys;
the way we managed consent forms; whether, when and how inter-
preters were used in the conduct of the interviews; and our data
analysis protocols.

As we were exploring novel interfaces and study practices, it was
not always possible to predict the impacts of each design choice.
Some of the innovations our team developed were positively re-
ceived and improved the reliability of our results, while others
instead posed barriers to seamless participation. We reflected on
what was learned, retooled our processes to the extent possible,
1Capitalized ’Deaf’ refers to individuals who self-identify as culturally Deaf (e.g. all
ASL-signing members of our research team), who often are also ASL signers in the U.S.
Non-capitalized ’deaf’ refers to all individuals who are deaf, deaf-blind, deaf-disabled,
and hard of hearing whose specific cultural and linguistic identities are not known.
The term Deaf Community is used in this paper to refer to all individuals who identify
as members of this community, whether they refer to themselves as D/deaf, DeafBlind,
DeafDisabled, hard of hearing, late-deafened, and/or hearing impaired.
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and imagined the types of ASL-ready materials, templates, method-
ologies and procedures that might address the barriers and issues
identified in previous studies.

We set out to accomplish the initial aim of our project: to study
the novel research area of ASL-centric user interface designs, fea-
tures and elements. Over the course of our project, we added a
second primary goal: to identify, develop, and test approaches that
create more equity for deaf individuals participating in and con-
ducting HCI research. In this case study, we summarize the studies
we conducted, reflect on our processes and experiences, and offer
considerations for respectfully planning, conducting, and analyzing
user studies with the Deaf Community, and securely storing ASL
study data.

2 Background
User-centered research, participatory methodologies, and user stud-
ies are central to accessibility research in the human-computer
interaction field. According to a literature survey of 506 accessibil-
ity papers published in CHI and ASSETS from 1994 to 2019, 94.3% of
the papers contained user studies, and the most common methods
were interviews and usability testing [23]. This literature survey
also found that 11.3% of the research papers were focused on the
Deaf Community [23]. In the ACM Digital Library, using the search
terms "deaf" and "user study", we found a total of 73 research papers:
37 full research articles in CHI, and 36 research articles in ASSETS.
Most publications report on user studies with participants who
are deaf and hard of hearing, and both qualitative and quantitative
methods are employed. The research is spread across domains, in-
cluding education [8], news [2], meetings [27] and sound detection
applications [6]. Most focused on the presentation of content, specif-
ically how English text or spoken content is delivered to deaf users,
e.g. captions placement, style, and generation; simplifying or high-
lighting English text for faster, easier comprehension [13, 15]; and
automatic speech recognition [3]. Other studies evaluated visual
elements, such as icons, emojis, or other image and video styles of
presentation [12, 16, 27]. A smaller set of studies focused on signed
languages, e.g. signed language avatars or animations [14, 18, 22];
signed language recognition; and data set collections [7].

In these studies, researchers requested the participation of deaf
ASL-signers. However, it is not consistently reported which lan-
guage(s) the user study was conducted in, the materials used in
the study, and whether study tools and materials were offered in
English, ASL or both [24]. Details about how participants were
recruited, their language preferences and proficiencies, and their
identities were also not always reported. Other information, such
as how the team handled ASL video data collection, data analysis,
and storage of larger video files were not shared. This may be due
to page limit restrictions and underlying assumptions about how
things are done and what needs to be documented. Our goal in
this paper is to document and share several of the strategies and
techniques we developed and refined to align with the requirements
of ASL-signing researchers and participants.

3 Summary of User Studies and Methods
Followed

Table 1 provides an overview of the five user studies we have
conducted. Three studies were published in two papers, one at CHI
2022 [26] and one at ASSETS 2023 [4].

4 Reflections and Methodological
Considerations in the User Studies

In this section, we reflect on the methods we followed in the studies,
detail the considerations and challenges we encountered, and report
on the modifications we adopted to ensure the participants felt
welcomed and respected.

4.1 Inclusion and Integration of All Team
Members

We saw the diversity of the team as a strength and a factor that
contributed to our continual learning and improvement. Hearing
non-signers brought various levels of expertise in HCI and offered
training to the ASL signing team. The ASL signing team members
had expertise in linguistics, education, translation, interpreting and
offered training to the HCI team. We strongly encourage hearing
and/or non-signing researchers to ensure that their research de-
signs are developed by and in collaboration with Deaf ASL-signing
research colleagues, preferably in leadership roles. To enable our
strong collaboration, we actively worked to ensure inclusion and
integration of everyone in our teammeetings and in the conducting
and analysis of our studies.

In our team meetings, we worked with a core group of ASL in-
terpreters who became increasingly familiar with us and our work.
We found it essential to brief the interpreters in advance, providing
relevant background information and sharing meeting agendas and
study materials with them. This contributed to the success of the
interpretation and helped to avoid confusion and miscommunica-
tion. In technical settings, there are always terms and abbreviations
that require some background to effectively interpret. Additionally,
we found that some interpreters were more comfortable with and
suited to this topic than others.

In our studies, we found it most effective when the Deaf and
hearing ASL-signing researchers engaged directly with participants
in ASL to conduct the studies, which also meant that we did not
need interpreters to engage with the participants. This required that
the hearing non-signing members of the team, who had experience
conducting HCI research, train and prepare the ASL-signing mem-
bers of the team. Interpreters were hired to provide transcripts (live
or recorded later), or to provide access for the hearing researchers
who were co-moderating or observing the study. At times, the hear-
ing non-signing researchers also asked questions, gave instructions,
and observed the research with the support of interpreters. When-
ever possible, we worked with a consistent interpreting team in
our meetings and studies.

Our team also became increasingly aware of the many ways
that the Deaf and ASL-signing researchers were supporting their
non-signing hearing colleagues, for example by managing the pac-
ing of meetings, or arranging and prepping interpreter services.
To shift the paradigm, all researchers and members of the team
worked harder to share responsibility for full team engagement,
rather than assuming that others would accommodate one set of
particular language preferences and needs. This required that we
share the responsibility of confirming interpreters for meetings,
pausing regularly during meetings, and scheduling occasional de-
briefing sessions to discuss whether all members of the team were
equally welcomed and respectfully engaged.
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User Study Conducted Goal of the Study Number of Participants Remote/In-person

Study 1: Semi-Structured Interview Formative Study (2020) Exploring ASL only online resources with a
focus on search, navigation, and layout 7 Remote

Study 2: Think-Aloud Study (2021) Understanding the challenges of navigating
surveys in ASL without reliance on English 7 Remote

Study 3: Think-Aloud Study (2022) Investigating user experiences and perceptions
of novel survey designs 7 Remote

Study 4: Interview Study (2022)
User preferences about customized video elements,
styles, and page layouts to create navigation cues,
page headings, and menu options

12 Remote

Study 5: Eye Tracking Study (2023) Scanning patterns of Deaf users when
viewing on-screen material 14 In-person

Table 1: User studies conducted by the team

4.2 Participant Language Access and Equity in
Studies

An unexpressed assumption in many research papers in the U.S.
is that the research is conducted in spoken and print English. The
language of an HCI study is rarely considered, and almost never
reported on explicitly. However, because our studies explored user
interface designs for deaf ASL-signing audiences, all study par-
ticipants were confirmed to be deaf individuals whose primary
language was ASL. For ASL-signing individuals, access in their
primary language almost always requires conscious, deliberate and
effortful consideration. Prospective study participants assume that
engagement will rarely be in ASL, and that they will be required
to accommodate the lack of signing ability of others. This is the
result of a lifetime of experiences where they are required to ed-
ucate others, including those who request their participation in
research.

Our goal was to not burden the participants with accommodat-
ing us, but to invest in the careful consideration and considerable
effort required to offer as much of the study content in ASL as
possible. This meant not relying solely on the easiest or most cost-
effective options, but adopting the language preferences of our
colleagues and participants. Although many signers are bilingual
(e.g., with high comfort levels in both ASL and English), we did not
use automated translation from spoken English to English print
(e.g. captions). Accuracy rates of auto-transcription are too low
to ensure effective engagement for either the ASL-signing deaf
participants and researchers or the non-ASL-signing individuals.
Especially while conducting research in the field of accessibility,
we felt that it was essential to collect insights about users’ lived
experiences in their most accessible and comfortable way.

4.2.1 Study Preparation. As we developed study protocols, we
closely examined the methodology and processes to ensure that
Deaf participants did not experience any barriers to completing
study tasks. For example, it is important to consider that to par-
ticipate, the participants may need to momentarily pause their
hands-on exploration to describe their thoughts and actions in ASL.
The hands and eyes cannot be used simultaneously to interact with
the interface and report on their perceptions of it. In addition, the
Deaf and ASL-signing researchers are required to use their eyes
to both observe the participants’ ASL comments and observe their
physical interactions with the interface. While quickly alternating
between commenting and interacting could disrupt the flow of user
experiences with the prototypes, in our case, this was managed

by the ASL-signing research team and participants, who have had
a lifetime of experience with managing visual attention in this
way.

4.2.2 Providing Study Materials in ASL. For all studies, we aimed to
provide access to the study materials such as consent forms and sur-
veys in ASL whenever logistically possible, either via pre-recorded
videos or live, as will be described below. However, translation of
standard English forms and questions into ASL is almost never a
simple and straightforward task. Our team considered the over-
all goal of the material, the content, how it was structured, and
specific terminology before beginning each translation. In addi-
tion, cultural awareness is required when developing questions
about background and demographics. We also sent English ver-
sions of documents and materials to participants ahead of time
whenever possible, so that they had a chance to review and ask
questions.

Participant Informed Consent: In all five user studies, partic-
ipants were asked to sign an informed consent form prior to the
interview. Due to the lack of available ASL versions, the English
print version of the consent form was shared in advance, and one of
the ASL-signing researchers reviewed the form in ASL with partici-
pants before they provided consent. It is important to consider that
Institutional Review Boards (IRBs) approve user study procedures
and materials, including consent forms. As most IRB members do
not know ASL, it is a challenge to develop an effective process
that will allow them to verify and approve translated materials.
Therefore, it is rare that a research team can get participant consent
in ASL without at least including or partly relying on the English
form.

Demographics and Other Surveys: As part of Study 1, which
was a formative semi-structured interview study, we asked partici-
pants to complete a demographic survey in ASL before participating
in the interviews. The Deaf and ASL-signing researchers on our
team translated or developed a set of valid culturally and linguisti-
cally appropriate questions and answer choices, and then filmed
them in ASL. We added the ASL videos to Qualtrics due to its ro-
bust data analysis and reporting power. Significant video editing
was required to format the videos to align with Qualtrics platform
requirements. The interface design, development, and implementa-
tion challenges we encountered from that point on were primarily
due to the lack of ASL-centric video-aligned features, interface ele-
ments, and templates available in the platform, and took months
to resolve. Despite the efforts, the final result was still not easy to
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navigate, and was frustrating for the study participants. Support
from the research team was needed for successful completion.

Despite the challenges, participants’ comments affirmed that
we had made a good choice to provide the survey in ASL. They
expressed increased confidence when responding to an ASL-survey,
and noted how markedly different this was from the their everyday
experiences interacting with materials provided only in English.
They also shared that offering the choice to use their first/strongest
language felt more respectful to them as ASL-signing culturally
Deaf individuals who were volunteering their time to support re-
search.

The underlying UI design issues we encountered when adding
ASL to an existing text-based survey platform then became an area
of research for our team. We began working to build an ASL-centric
research tools, starting with an ASL survey prototype [5, 26]. As
this work was still in progress during the remaining studies, we
reluctantly offered demographic surveys via Qualtrics in English
with ASL-signing researchers reviewing the questions in ASL with
participants. However, in future studies we plan to use the ASL-
centric survey tool to present ASL questions and answers in a
custom designed interface that allows study participants to view
and respond easily and quickly.

Validation and Sharing of ASL Study Materials: Research
teams that engage deaf participants may choose to develop materi-
als in ASL; however, such materials are not shared in a systematic
way with the broader research community. Open access to research
materials in ASL and other signed languages, e.g. a shared pool of
demographic questions in ASL, would be beneficial. Before sharing,
to confirm materials are of high quality, they could be vetted by
implementing protocols of review and testing, to ensure there are
no known language biases, that they are inclusively framed, and
will be viewed as respectful to participants from a wide variety of
backgrounds. This would reduce the significant up-front effort each
research team currently faces to film all materials from scratch and,
in some labs, to also evaluate them for bias and validity before using
them. Without widespread sharing of resources and practices, each
research team needs to invest considerable effort and resources to
develop ASL versions of materials, interpret them live, or choose
to simply provide them in English. In some situations, this effort is
prohibitive.

4.3 Adapting HCI Data Collection Methods for
ASL

Through the course of our research, we spent significant time con-
sidering standard HCI practices and determining the adjustments
needed to ensure that the same experiment goals could be achieved
when the study was done in ASL. When a participant needs to
actively engage in hands-on activities during a study, such as inter-
acting with prototypes or using devices like eye trackers, special
attention is needed to ensure equitable access in sign language.
Conducting detailed pilot studies and eliciting feedback from deaf
team members before the final data was collected was essential to
enable seamless communication in ASL between the facilitator and
participants throughout the study. Below are specific areas where
we learned from pilot studies, adjusted established protocols, and
iterated on our study methods.

4.3.1 Translating the Research Protocol to an ASL-friendly and Cul-
turally Appropriate Version. The team worked collaboratively to de-
velop user study plans. The ASL-signing researchers provided feed-
back on the language, sequence, and proposed methods. After we
agreed on the protocol and questions, the ASL-signing researchers
created a script that served as a reference while conducting the
study in ASL. This version was written in English but in an ASL-
friendly (glossed) version. For example, a question in our Study 1
interview was "Thinking about the layout and organization of the
content on the page, what did you find valuable? What could be
improved?" The ASL-signing researchers discussed the differences
in how English and ASL deal with degrees of vagueness and speci-
ficity, and we added a note in the script to avoid offering specifics
that may bias the study participant’s responses. A similar process
was followed when finalizing the content of the screener survey
used in the eye-tracking study and demographic surveys for all
the user studies we conducted. The questions were first drafted in
English, then the language was reviewed and edited to ensure that
questions were asked in a culturally and linguistically appropri-
ate way. In addition, all of our study prototypes presented content
exclusively in ASL videos, in an interface design that aimed to be
ASL-centric. This required that we script and film all content in
ASL, edit the videos, review and revise as needed, and then insert
final video clips into our prototypes.

4.3.2 Think-aloud Methods Modification. In the formative stage
of our research, a think-aloud study was a good fit for collecting
data about user experience. In a think-aloud study, participants
engage with prototypes and are expected to share their thoughts
simultaneously as they explore these prototypes. When hearing
users engage in think-aloud studies, they use their eyes and hands
to engage with the interface, and ‘think-aloud’ in English. When
deaf ASL-signers engage in the same task, they are using a language
expressed and received via the eyes, body, face and hands, the same
tools needed to engage with the interface. This required a shift in
protocol to facilitate the deaf participants’ ability to accomplish the
required elements: to view the researchers signing to them in ASL,
to express themselves in ASL, and to conduct hands-on activities
while engaging with the interface. The ASL-signing team members
guided the team in adjusting the methodology to align with the
unique timing and visual nature of ASL.

Before starting the think-aloud study (which we translated in
ASL as ’THINK-COMMENT’ since the commentary in ASL is signed
rather than spoken aloud), participants saw an introductory video
describing the protocol in ASL. The instructions asked participants
to view the user interface that was being studied, and as they pro-
gressed through, to share their comments, questions and thoughts
in ASL. All participants were video-recorded. Since commenting in
ASL concurrently while using hands and eyes to interact with an
online resource is not possible, participants were asked to comment
immediately upon viewing each screen and before beginning a task
(e.g., to share initial impressions upon first viewing the UI design),
in between actions, and after completing each task. To prepare
participants before starting the study, researchers did a practice
run with them, asking them to think-comment through an example
activity, e.g. visualizing the windows in their home, then mentally
describing and counting them. During the warm-up activity, we
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were able to answer questions and provide feedback to ensure that
the participant understood the expectations and process of the
think-comment protocol, before moving to the study tasks. At that
point, researchers began to collect data on participants’ perceptions
and thought processes while interacting with the prototype.

4.3.3 Remote Study Considerations. The qualitative studies (Stud-
ies 1 to 4) were conducted through different versions of Zoom
over three years. Our team worked with multiple updates that
changed the features, and often found that it was necessary to de-
velop workarounds for various barriers and issues. For example,
our researchers initally used the ‘gallery view’ mode while record-
ing Zoom sessions. However, we found that Zoom’s speaker mode
highlighted only the speaking participants, and if that mode was
not manually changed, the signer data was lost on the recordings.
We lost one participant’s data due to this issue in Study 2. To avoid
data loss in subsequent studies, the researchers set up a second
screen recording in addition to the Zoom recording to serve as
backup if the Zoom recording did not save all the content signed
in ASL. Another issue during Study 1 was that Zoom did not have
a remote control feature allowing participants to interact with a
prototype on a shared screen directly. Thus, our participants had
to tell researchers where they wanted to click and the researcher
clicked through the prototype for them. Updates to Zoom in sub-
sequent studies allowed us to give participants remote control of
shared screens so they could interact with prototypes directly.

Another key consideration was the layout and arrangement of
the Zoom window. When discussing and referring to a layout in a
visual language such as ASL, the arrangement of content needs to
be considered to ensure that the researcher is pointing to the right
place, and that we are correctly documenting what the particpant is
pointing to. In the Zoom gallery view, older versions did not allow
users to rearrange the tiles (Study 1), but newer versions did (Studies
2 to 4). This allowed the ASL-signing researchers’ and participants’
to better customize their viewing experiences, e.g. placing an ASL-
signing researcher closer to a shared screen to more easily view
both in proximal visual space.

Additionally, during Zoom screen sharing, participants had to
shift their visual attention from viewing and controlling the proto-
type to the researcher’s ASL instructions. In Zoom, as more people
join and share their video, each video window is reduced in size
proportionally, and ASL is very often much harder to comprehend
when the video is small. To avoid reducing window sizes, only
the ASL-signing researchers who were conducting the study and
participants had their cameras on. Other researchers who were
supporting or documenting the studies kept their cameras off.

In addition, when someone shares their screen on Zoom, par-
ticipants’ windows are automatically resized to be significantly
smaller. In our protocol, we added a checkpoint to let the partici-
pant know they can resize their window as needed to more easily
view the researcher and shared screen. Although this increased the
participants’ ability to effectively engage in the study, it also added
variability in the size of the prototypes the participants viewed.

4.3.4 Eye Tracking Study Considerations. We conducted an eye-
tracking study in person and identified adjustments needed to run
an effective study.

Experiment Setup: Before the study was scheduled to take
place, the team of researchers piloted the experiment with one Deaf
participant to evaluate our design and revise as needed to optimize
setup. Participants sat at a desk with a monitor and eye tracker
placed in front of them. All ASL instructions were given before
the study began. Through the pilot, we identified revisions that
improved the succinctness and clarity of those instructions.

When conducting the study, a Deaf researcher reviewed the in-
formed consent and other required forms with each participant
upon arrival to the testing site. Two researchers then co-moderated
the study, one hearing ASL-signer and one hearing non-signer. The
co-moderators welcomed each participant, asked them to take a seat,
then stood in front of them and behind the monitor participants
were using during the study. The ASL-signing researcher interacted
with the participant to explain the eye-tracker calibration process
and the study protocol. They also informed participants that the
device calibration might need to be reset more than once during the
study. All instructions for each phase of the experiment were pro-
vided before the study began, so participants would not need to look
away from the screen after starting the first task. The non-signing
researcher ran the setup process, measuring the participant’s dis-
tance from the eye tracker to ensure optimal data collection, and
demonstrating the calibration software to participants.

Once the protocol was explained, only theASL-signing researcher
stood in front of the participant to allow communication and the
moderator ran the calibration software to demonstrate it to the
participant. During this demonstration, having the ASL-signing re-
searcher in the sight line of the participant, but behind their screen
and the eye-tracker enabled the participant to easily shift their
gaze between the researcher and the screen while the calibration
process was explained. Following the demonstration and instruc-
tions, both researchers moved completely out of sight line so the
actual calibration could be done, and the study conducted without
distractions that could cause participants to shift their eyes away
from the computer, affecting the calibration, their performance, and
the eye tracking study results.

Communication During the Experiment: If a non-signing
researcher moderates a study, it is helpful to learn at least a few
specific signs that might facilitate quick communication with the
participants. The hearing non-signing researcher had learned basic
ASL, and was therefore able to communicate directly with the deaf
participants when re-calibration was needed. For example, during
the re-calibration it was helpful that the hearing moderator knew
the signs "again" and "sorry". The hearing researcher’s ability to use
basic ASL signs to welcome participants, provide simple instruc-
tions, and thank them after the study elicited positive responses,
and appeared to make participants feel more comfortable during
the study and appreciated for their contributions.

4.4 Qualitative Data Analysis with User Data in
ASL

With each participant’s consent, we recorded the interviews and
think-aloud studies (Studies 1 to 4) conducted on Zoom. The team
of researchers then worked to collectively analyze the data. This
required making the ASL content accessible to the non-signing
team members and developing processes to ensure that this was
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done without losing or altering the original meaning of the data. In
addition, we had to consider the appropriate way to store the video
data we collected. These are described in more detail below.

4.4.1 Translating ASL Study Data into English. After the user study
was conducted, we developed processes that ensured the original
intent of each participant was preserved when interpreted and/or
translated into English. Interviews and ‘think-aloud’ data were
transcribed for non-signers on the team and translated quotes from
these transcriptions were also used in written publications (e.g.
journals or conference submissions). We hired highly skilled inter-
preters to provide voice-overs for the ASL recordings. The inter-
preters were prepped in advance with an overview of each study
protocol, so they would be familiar what participants were being
asked to respond or react to and have the context needed to in-
terpret effectively. They were instructed to pay close attention to
participants’ responses to questions and designs, including affect
and body language. The audio files were then transcribed using
Otter.ai, an auto-transcription tool. Despite best efforts, these tran-
scriptions were still not completely accurate. Therefore, a second
round of review was conducted by the hearing native ASL signing
researcher on our team to confirm accuracy and correct any errors,
and to manually tag each comment with the correct speaker. Al-
though auto-transcription tools are able to detect and correctly tag
which hearing person is speaking, all audio in our transcripts came
from the interpreter and the non-signing members of the team
needed to know which ASL signer was commenting (i.e., researcher
v. participant).The multi-step effort described above was laborious
and time-consuming, but it had a significant positive impact on the
reliability and accurate reporting of study findings.

4.4.2 Data Analysis Across Languages. In the data analysis phase,
we reviewed the English transcripts, interpreter voice-over audio,
and the ASL participant videos. We used Atlas.ti for qualitative anal-
ysis, which allows viewing the video and the transcript together,
with synchronized scrolling. However, the transcripts Otter.ai gen-
erated had time stamps in a format that was not compatible with
the Atlas.ti time format. To change this, we wrote a Python script
that we used for all subsequent studies.

We conducted thematic analysis in Studies 1 to 4. During the
first round of coding, the researchers familiarized themselves with
the data and then conducted round 1 of coding individually. Sub-
sequently, we met to finalize and agree on codes and themes. We
iteratively discussed and revised our codes as a team. During the
discussions, we often noticed a mismatch between the voice-over
transcript codes and the video codes. Even after following the rigor-
ous multi-step process for translating the ASL participant content
into English, signing researchers noticed that important aspects
of the affect data were missing. To avoid misinterpretation, the
signing researchers directly coded the video rather than the voice-
over transcript, while the non-signing hearing researchers coded
the voice-over transcript. Thus, when working with voice-over
transcripts, it is critical to consider how much of the affect is cap-
tured, understood, and interpreted accurately. Extra iterations of
discussion should be added to the thematic analysis process to ad-
dress any mismatch between the signed content and the voice-over
transcripts.

4.4.3 Careful Data Storage. Because collecting data in ASL ne-
cessitates capturing participant faces, we take secure storage very
seriously. We also have found that video files require considerably
more storage space than text or recorded files, which is helpful to
plan for in advance. We made sure that only the researchers who
needed access to the data had access and that we had adequate
storage space.

4.5 Writing and Sharing The Results With The
Community

While writing up our results in HCI publications, we experienced
challenges in the presentation format. Since publications are re-
viewed anonymously, screenshots of our system had to have blurred
images of the signer’s face, as it was often someone from the team.
However, blurring the signer’s face makes it hard to understand
the signed language.

Signed language interviews also present a unique challenge in
terms of anonymity of the participants since the signer’s face is
constantly visible. For instance, in traditional participant comments,
quotations are based on the exact words they articulated. However,
the quotations of signing participants are generally published in
English, so they are taken from the interpretation of the message,
rather than directly from their original comment in ASL. While it
would be more authentic to directly quote a signer’s comment, it
is only currently possible to share a direct ASL quote from partici-
pants in video form, which would include their face and reveal their
identity. Privacy considerations prevent researchers from using
videos as a direct source for quotations. We typically included our
participants’ translated English quotes. However, the ASL versions,
along with the English translations could have conveyed the senti-
ment better, which is currently not common. Further, if researchers
did wish to share direct quotes from signing participants, informed
consent forms would need to be revised to recognize and clearly
state that anonymity is not possible in those cases.

In our research presentation videos, we include ASL along with
English audio. This is a non-trivial task, requiring many days of
effort, a high quality video production studio, and specialized ex-
pertise to translate, film, edit, and incorporate the ASL videos into
our presentation slides to align both with the content and timing
of the English audio, when the temporal needs of each language
differ significantly. In addition, this was challenging to do within
conference timelines which likely were not set with this effort in
mind. We often felt that we could only include a quick highlight of
our work since we were required to abide by the same presentation
time limits conferences set for spoken-only presentations. We hope
that our efforts have made our presentations and study results more
equitably available to Deaf and ASL-signing viewers, particularly
those who contrubuted to and participated in our research. How-
ever, we acknowledge that, despite our best efforts, it is still unlikely
to be fully equal experience to that of hearing viewers.

5 Related Recommendations and Guidelines
Mack et al. [24] emphasize the importance of considering accessibil-
ity in all stages of the research process. They strongly recommend
anticipating participant’s needs. Specifically regarding the Deaf
Community, they highlighted considering language, interpreters,
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and considering the study setup space, (e.g. how the participant,
interpreter, captioner, etc., are positioned in the space), and what
this means in a virtual space when studies are conducted remotely.
Kushalnagar and Vogler [20] offers guidelines for teleconferencing
between Deaf and hearing users. Their recommendations for hear-
ing and Deaf users meeting virtually include careful management of
turn-taking, speaker identification, and chat box monitoring. Apart
from this, researchers often report on accommodations made for
other groups such as blind users [10], or older adults [1]. While re-
latedwork has focused on asking for accommodations ahead of time,
considering preferences and comfort, our reflections and recommen-
dations are based on the lived experience of multiple studies. Our
study practices also build on work from outside the HCI research
community that has advocated for equitable access and inclusion of
the Deaf Community in research practice [9, 11, 17, 19, 21, 28, 29].

6 Conclusion
Our goal is to share the lessons we learned while engaging in HCI
user studies with deaf ASL-signers, and offer recommendations
for future research in this area. When publishing studies involving
and led by deaf ASL-signers, sharing specific details about study
methodology, materials used, and techniques followedwould enable
the HCI research community to learn from the experiences of others.
From there, as a community, we can evaluate and build on choices
made, and begin developing guidelines for tools, materials and
methods that align with the language and cultural norms of the
Deaf Community. Conducting respectful and equitable research
ensures that study results are valid. When such findings are then
applied in the development of online tools, these tools ensure full
inclusion and engagement of the users they are intended for. Well-
aligned research tools and inclusive, respectful research practices
can set the stage for increased equity with a broader group of study
participants and researchers, including members of the diverse Deaf
Community who are ASL-signers. Going beyond accommodations
and accessibility, we hope these reflections and recommendations
lead to a shift toward ASL-centric HCI research methodologies for
working with the Deaf Community.
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