
Visual Display Design

•  Triangle: precisely indicates obstacle 

location

•  Arcs: increase in size and salience as the 

distance to the obstacle decreases, without 
obscuring the main control interface


•  Overlaid on the navigation circle, rather than 
at the edge of the screen, more central to 
the field of view. 
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CODA display integrated in 
MAV-VUE interface, for use in 

navigating in an outdoor 
environment.


Alerting structure with three thresholds, corresponding to 
distance from the vehicle. Alert increases in distinct 

steps, rather than gradually




Examples of CODA display for various environmental conditions 
with the obstacle location (below) and resulting indicator (above)
CODA indicator in simulated indoor hallway


Outdoor testing environment, 
with MAV sta- tioned at the 
takeoff location. 

Map of field layout for 
outdoor proof-of- concept 
demonstration. 

Requirements!
•  Warn the user of potential collisions in the vicinity, both 

within and outside the field of view

•  Show info about location and distance of obstacles

•  Integrate with Micro Aerial Vehicle Visualization of 

Unexplored Environments (MAV-VUE) mobile display


Challenges for widespread adoption of MAVs:

•  Training requirements for new operators

•  Difficult to navigate in uncertain environment 

with unexpected obstacles


Relatively new brain sensing technology that is portable and non-invasive, enabling brain sensing 
in environments that would not be possible with most traditional imaging techniques.


FNIRS

•  Portable

•  Non-invasive

•  Safe

•  Quick set up time

•  Comfortable

•  Measures oxygenation and blood flow in brain

•  Practical for real-world settings


Uses of MAVs

•  Perform tasks that are unsafe or undesirable 

for humans to do themselves 

•  Investigate safety in nuclear reactors

•  Assess structural damage to a building or 

bridge after an earthquake

•  Find missing persons 

•  Monitor wildfires 

•  Perform local observation and surveillance 

tasks (battlefield, disaster area, or for scientific 
observation)


Examples of Micro Aerial Vehicles


Haptic Feedback Design!
•  Triggered when the user enters the highest alert 

threshold, simultaneous with largest visual indicator

•  Single vibration which occurs for 1.5 seconds


Pelican quadrotor vehicle 
used for outdoor flight 
demonstration  (made by 
Ascending Technologies)


Functional near-infrared spectroscopy:


Working Memory Task (n-back):

•  Serves as a proxy for various secondary tasks 

that a driver may perform 

•  Well-established capacity for eliciting scaled 

levels of working memory demand 

•  Series of 10 single digit number (0-9)

•  Numbers presented in random order aurally

•  Each task level presented as 30s set

•  Demand level approaches “capacity”


Stimulus 6  9  1  7  0  8  4  3  5  2 

0-back Response 6  9  1  7  0  8  4  3  5  2 

1-back Response  .  6  9  1  7  0  8  4  3  5 

2-back Response  .   .  6  9  1  7  0  8  4  3 

Goals!
•  Establish features in the signal that accurately 

classify the driver’s working memory demand

•  Develop analysis methods and techniques 

suitable for such tasks 

•  Combine fNIRS with other sensors to get a 

more reliable classification

•  Expand this to more realistic tasks, and to real-

time assessment 


Motivation

•  Study whether fNIRS has promise as an 

assessment method for in-vehicle tasks

•  Determine the feasibility of measuring 

fNIRS signals during driving tasks 

•  Investigate sensitivity of fNIRS to working 

memory demands


Driving Simulator

•  Fixed-base, full-cab Volkswagen New Beetle 

•  8 × 8ft projection screen

•  Approx. 40-degree view of virtual environment

•  Resolution:1024 × 768 pixels

•  Graphical updates to virtual world computed 

based on interaction with wheel, brake, and 
accelerator


•  Additional feedback provided through wheel’s 
force feedback system and auditory cues
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The participants sit in the red car (back, right) 
and are instrumented with fNIRS and other 
physiological sensors (EKG, skin 
conductance). The screen in the front presents 
the simulated driving environment.


Experiment

•  Driving task, plus secondary task

•  Participants sit in car and drive in the 

simulated environment, wearing fNIRS

•  While driving, they will receive auditory 

prompts to perform “n-back” tasks of 
varying difficulty levels.



