Section lll: Results

Learning on a Single Layer

Models were trained on datasets of size 100k, unless otherwise noted. The results for restricted
datasets and fuzzy datasets are also presented in the tables below; no significant difference was made.
Bitwise accuracy is the average proportion of correct bits outputted. Accuracies and loss are from the

final epoch. The round parameter represents which round of SHA-1 is being reversed.

Feed-Forward Neural Networks

Table 1: Accuracies and loss for mulliayer feed-forward neural nebworks with varying hyperparamelers and training dataseals
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As seen in Table 1, simple feed-forward neural networks with no keyspace restrictions generally
achieved an accuracy of 0, with very high loss that did not decrease over epochs. Feed-forward neural
networks on the same dataset with a keyspace restricted to alphanumeric ASCIl characters also achieved

an accuracy of 0.

Recurrent Neural Networks

Table 2: Accuracies and loss for racurrent neural networks with varying hyparparameatars and fraining datasets
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As shown in Table 2, recurrent neural networks, regardless of keyspace restrictions, achieved an
accuracy of 0. Results were incredibly similar to feed-forward networks, including the decrease in bitwise

accuracy with keyspace restrictions. Loss similarly did not decrease at all over epochs.

Chained Models

Due to the dismal accuracies of the single-layer models, they were unable to be chained.



