A GEOMETRIC INTERPRETATION OF (GAUSS-SEIDEL AND ITS EXTENSIONS
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Plotting these points in the z1-zo plane, we find that when we travel from () to (), we wish we go a
little harder so that we actually hit the true solution in this direction. In fact, this direction is characterized
by the vector (2 — x(1). We now want to control how “hard” we move in this direction at every step of the
Gauss-Seidel iteration, namely, put a control on *t1) — 2(*) so that we move further than Gauss-Seidel
intends to.

SUCCESSIVE OVER-RELAXATION

Under Gauss-Seidel iteration,

(Gauss-Seidel) x*+tY = —(D+ L) ' Uz™ +(D+ L) "b,
or
(D+L)yz* V) =p—-Uz® — DY =p - La*+D) _ gk
Multiplying D! on the left of both sides, we have

D) — p-1 (b — Lot _ Uw(’f)) .

In practice, we want to control the jump size in the direction of x**1) — £(*) We now subtract *) from
both sides to obtain

ak+D) _ gk = p-1 (b — La®+) — pg®) — Ua:(k)) .

One can think of the RHS as the Gauss-Seidel Correction, in the sense that (%) goes to x**1) in this
direction. We label this (z(*+1) — m(k))cs

Now, from the example we just saw, going from z®) to z(*+1) using the exact vector ($(k+1) - a:(k)) may

not necessarily yield the “quickest” approach to the true solution. We may need to propel from z*) a little
harder in the direction of **1) — 2(*) namely,

2D — (0 4 (mml) _ m<k>) L w1
GS

that is, the true landing spot should be in the same direction of the GS Correction but we step on the gas
harder.
Using the definition of GS Correction, we then have the update

k) — 20 4 yp~1 (b — L) — Dz — U:c(k)) , w>1
Now, rearranging things a little by dividing both sides by w and then multiplying on the left by D, we have

le(k-H) — lDa:(k) +b— Lzt — Dx®) _ )
w w

= <1D+L> ak+D) — ((1 - 1) D — U) z® + b
w w

MR @ (D wL) &) = (1 - w) D — wlU) &™) + wb
= (

vert (BHel) 2+ — (D 4 wI) ™ (1 —w) D — wU) 2® 4 (D + wL) ™ wh.



This method is called Successive over-Relaxation (SOR), where 1 < w < 2, and we note that if w =1,
we retrieve Gauss-Seidel (check it!).

In the form of an iteration scheme, z(**1) = Tz(®) 1 ¢, we identify that the iterative operator/matrix of
the SOR method is

Tsor = (D+wL)™" (1 -w)D - wl)
and

c=(D+wL) " wb.
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Again, we consider Gauss-Seidel iteration. In component form, we have

i—1 n
1
(Gauss-Seidel) xEkH) =— |b; — Zaijxg-k“) - Z aiﬂ; :

Big j=it1
Now, when we are updating the i component of (**1), we already have the update

i , T e, T , XLy

2F D (xgk“) (k1) (kt1) x(k),...,xﬁk))

since we are using the immediate 1nformat10n from the (k + l)th iteration. Here the subscript ¢ in w(kH)

to indicate that we are within the (k + 1) iteration at the i** component.
Using this vector, we compute the residual vector, now also depends on i — for every component update
(in addition to iteration changes), the residual vector changes.

r(kH) =b- Amgkﬂ)

)

or in component form,

1—1 n
(0.1) (kH) Zamjx(kH) Zam]m(k) by — Z am]—m;kﬂ) — Z amjx§k) — amimgk).
] j=i+1

Note the term in the square bracket looks a lot like the Gauss-Seidel iteration. In fact, if we choose m =1,

i—1 n
Tz(fﬂ) = |bi — Zaijw§k+l) - Z aijxﬁ-k) - aiixz(’k)

Jj=i+1
(k+1) (k)
= Q3 T; — Qi
or
i1 . (k+1)
xE +1) — mi )+ it ,
Qi

which is a very nice relationship between the individual component update law and the residual vector.
Now, more astoundingly, let’s push up all ¢ indices on the RHS of the component form of r(kH) (Eq. ,

(k+1) (k+1) (k)
Tonitl = b, E Am; T — E A
= —



and setting m = ¢ yields

7 n
(k+1) _ (k+1) (k)
rhi = bi— | aiay - Y aiy
i=1 j=it1

i—1 n
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[J=1 j=i+1l
i—1 n
k+1 k k+1
= |b; — Zaijx§ ) _ Z aijx; | - aiimg )
j=1 j=it1
k+1 k+1
= an‘mz(' 0 _ an'a:l(' )
=0.
This implies that Gauss-Seidel can be characterized by choosing each component update xiﬁ)l in such a way
that the ' component of rl(.fl_l) is 0.
However, to choose xl(-i)l so that we kill the residual vector in the i*" component doesn’t necessarily reduce

the norm of rz(-i)l. So, we need to choose how far we “walk” carefully, by implementing a parameter w such

that
(k+1) (k) )
z; =z, w2
27
If we choose 0 < w < 1, we are under-relaxing, and the technique is called under-relaxation methods.
If w > 1, we are over-relaxing, which accelerates convergences. In component form,

i—1 n
_ w
A =1t = S = 3 !
i j=1 j=it1

In matrix form,
(D + wL)x* ) = [(1 —w) D —wU] ™ +wb
which coincides with the geometric approach.

SPECTRAL RADIUS AND ITS RELATIONSHIP TO CONVERGENCE OF ITERATIVE ALGORITHMS

We learned that Gauss-Seidel and Jacobi method will converge if the matrix is strictly diagonally domi-
nant. However, in computing, we also care about the rate of convergence. We always seek modifications to
existing algorithms so that they help converge faster.

The rate of convergence in fact relatives to something called the spectral radius of the algorithm
operator, such as Ty = —D~ ' (L+U), Tgs = — (D + L) ' U or

Tsor = (D—!—wL)_l ((1 —w)D — wU)
The spectral radius of a matrix A is defined as
p(4) = max ||
where A is an eigenvalue of A (if A = a + bi then |A| = Va2 + b2).

Theorem. If A is an n X n matriz, then

1/2
(1) [1All, = [p (ATA)]77,
(2) p(A) < ||A]|, for any induced norm ||-||.
The result we will use is item 1 because finally we have connected the elusive matrix 2-norm to the spectral
radius. More examples are shown in the homework because the computation is a straightforward process of

finding eigenvalues of the matrix AT A.
Another useful result for spectral radius is that repeated operations on a vector x yields the 0 vector.

Theorem. p(A) <1 iff lim, o, A"x = 0 for every x.
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Now, we use these results to help us understand the general convergence framework of iterative methods.
For any iterative algorithms, we identify its the iteration operator/matrix T as

w(k‘i‘l) — Tw(k) +e

where (¥ is an arbitrary initial guess.
Let’s apply this formula iteratively. Noting that @) = Ta(*~1 4 ¢, we substitute this into the iteration
and obtain

D) = (Tac(k_l) + c) +c

=T%2* Y (T +1)e

=Tre©® 4+ (TF' 4+ TF 24 ...+ T+ 1) c

Note by the previous theorem, if p (T') < 1, we must have T*z©) — 0 as k — co. Meanwhile, the sum

k—1 o)
Ty r=1-1)"
1=0 =1

by the geometric series formula (for matrices). Therefore,

lim 2®Y) = lim TF2© + <Z T’) c=0+(I-T)""¢,

k—o0 k—o0 .
=1

proving that z(*+1) has an explicit limit,
z=(I-T)"'"¢e = (I-Te=c = z=Tx+c.

This procedure proves that for an iterative scheme to converge, a sufficient condition is p (T') < 1. In fact,
one can show that this condition is also necessary. The proof for necessity is shown on pg. 458 of the 9th
edition of the textbook.

Theorem. If |T|| < 1 for any induced norm ||| and c is a given vector, then ¥+ = Tx*) + ¢ converges,
for any (0 € R", to x € R such that x = Tx+c (also known as a fized point of the map T). Furthermore,
we have the following error bounds

() fl =2 < 7] |=© - x|;

k
2) [lz - 2®]| < {5 «© - 2.

Since we know there is deep connection between the matrix norm ||T'|| and the spectral radius p (T), we
arrive at the following error estimate

-]~ b o o]



