VLSI design of a power-efficient object detector using PCANet
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Abstract: This paper presents the hardware architecture and VLSI implementations of a PCANet-based object detector. The proposed PCANet model, cascaded with a linear support vector machine, can achieve better classification performance than traditional handcrafted computer vision methods, yet it is significantly more power efficient than multi-layer convolutional neural networks. The proposed pipeline hardware architecture, when implemented using Synopsys 32 nm process technology, results in 27.4 fps while processing 1080P, with only 0.5 watt power consumption. Targeted for the application of advanced driver assistance system, the proposed design is evaluated on road marking and traffic light dataset with an accuracy result of 96.8% and 93.1% respectively. Therefore, the proposed VLSI implementation of PCANet algorithm provides a high-throughput and power-efficient solution for object detection applications.
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1 Introduction

Recently, many industrial and academic research efforts have been focused on ADAS (advanced driver-assistance systems). ADAS usually needs a sophisticated fusion of sensors such as LiDAR, radar, and cameras. Among these sensors, optical cameras are most widely used because of their low costs and easy installation. Also, thanks to the rapid development of deep learning in computer vision, vision based algorithms have become more accurate and more robust in varied driving environments [1].

With the popularity of deep learning, a lot of vision based solutions for intelligent vehicles have been proposed, such as traffic light detection [2], traffic sign recognition [3], vehicle detection [4], and pedestrian detection [5]. However, few of these solutions can work in real time, which is very critical for intelligent vehicles [6]. On the other hand, traditional computer vision algorithms cannot handle the intra-class variability arising from varied lighting conditions, misalignment, occlusion and corruptions, and non-rigid deformations [7]. In our work, considering performance, throughput and power efficiency, we propose the PCANet as the baseline detector for vision based ADAS solutions.

In this work, we designed efficient hardware architecture for PCANet on digital VLSI circuits in 32 nm process technology. We successfully speeded up the PCANet algorithm to 27.4 fps at 1080P while consuming less than 0.5 Watt of power. In this way, we are able to provide a PCANet based single-chip solution for vision based ADAS applications. The main contributions of this paper are as follows:

1. Proposing the PCANet as a potential baseline object detector for computer vision systems where processing speed and performance are desired at the same time. The PCANet outperforms traditional feature based algorithms, and is faster on training and inference than CNNs.

2. Designing an efficient hardware architecture for PCANet, achieving 27.4 fps throughput at 1080P, while consuming only 0.5 watt. Our implementation beats typical CNN implementations such as ConvEngine [8] in both power efficiency and throughput.

3. Proposing a single-chip solution specifically suitable for ADAS applications. System integration has long been a tough task for ADAS. Unlike typical CNN
chips, our chip design doesn’t rely on external memory thus can be used as a go-to solution, largely reducing integration efforts.

The rest of this paper is organized as follows. Section 2 presents work related to the PCANet, such as the hardware implementation of a convolutional neural network. Section 3 derives the expression of the PCANet, illustrating how a PCA filter’s coefficients are trained. Section 4 presents the hardware architecture of our PCANet implementation. Section 5 presents results of our chip design in Synopsys 32 nm process technology. Section 6 shows the performance of our PCANet chip on road marking detection and traffic light detection. Finally, Section 7 concludes this work and provides some future directions.

2 Related work

The idea of PCANet arises from wavelet scattering networks (ScatNet) [9], in which the convolutional filters are prefixed, needing no training at all. Since convolutional filters in a ScatNet are prefixed, the ScatNet does not generalize very well to tasks where intra-class variability includes illumination change and corruption [7], let alone vision based ADAS tasks. Adopting the simple architecture of ScatNet and the robust performance of multi-layer CNNs, PCANet is fast to train, and invariant to intra-class variability. PCANet has proven its usage in applications like speech emotion recognition [10], human fall detection [11], vehicle make recognition [12], and so on.

The PCANet resembles convolutional neural network (CNN) in many ways. The way which PCA filters extract features is the same as convolutional computation. The binary quantization block in the PCANet mimics the feature pooling layer in the CNN, and the block-wise histogram in the PCANet adds non-linearity to the network. PCANet is relatively new, and this work is, to the best of our knowledge, one of the first hardware implementations of PCANet. This work is related to the existing hardware implementations of CNNs [13, 14].

There are other data processing networks like PCANet as well. Discriminative locality alignment network (DLANet) has been proposed as a strong feature extractor for scene classification [15]. A compressive sensing model (CSNet) is proposed which has a cascaded structure similar to PCANet. Moreover, both CSNet and PCANet use binary hashing, block-wise histogram, and linear SVM as part of their calculations [16].

3 Algorithm of PCANet

In this section, PCANet’s structure is described in detail. Sequentially, an input image is processed through several stages including patch-mean removal, PCA filter with 2D convolution, binary quantization, block-wise histogram, and SVM classification. Note that this work is focused on the implementation of the PCANet detector and the training procedure is not implemented in hardware. Coefficients of the PCA filter and SVM classifier are pre-trained offline using datasets from the target applications.
3.1 Patch-mean removal

Prior to applying the PCA filters, all pixels in the patch need to have zero mean. Thus, the process is called “patch-mean removal”: calculating the mean of all pixels in the patch and then subtract it from the pixel values. For each pixel in the image, a patch is generated with the pixel at the center. For the pixels around the edges, the image is padded with zeros. After removing its mean, each patch is stored separately and goes through the PCA filter [7].

3.2 Training convolutional filters

The training procedure of PCANet works in this way: for a single training image, a k-by-k sliding window is used to sample the training image to generate a sequence of k-by-k image patches. A single k-by-k image patch can be regarded as a \( k^2 \) element vector:

\[
X = [x_1, x_2, \ldots, x_{kk}].
\]

Assuming there is a total of \( m \) training images, and each training image generates \( n \) such k-by-k image patches. The \( k^2 \) element vector contains \( k^2 \) variance, and then principal component analysis is applied to transform the vector \( X \) to a new coordinate where the greatest variance lies on the first coordinate (also called the first principal component), the second greatest variance on the second coordinate, and so on. In network inference, multiplying with trained PCANet filters is like transforming the input image to another coordinate. Generated feature maps are in such an order that the first feature map contains the greatest variance, and the second feature map contains the second greatest variance, and so on. The detailed training procedure of PCANet can be referred to [7].

3.3 Linear support vector machine

After extracting meaningful PCANet features, a classifier also need to be trained to make final decisions on the input image. In this letter, the linear SVM is used as the classifier.

The function of SVM is to quickly separate hyperplanes between distinct categories and to map those extracted features to high-dimensional feature spaces. The advantage of SVM is that it is quick to train. In this paper, linear SVM is applied, since it has better timing performance on hardware and is more efficient on resource usage when compared to kernel-based SVMs [17]. Previous work [18] shows that linear SVM achieves a good recognition rate for image classification. Expression [2] gives the equation of the linear SVM.

\[
y = wx^T + b.
\]

4 Hardware architecture of PCANet

For the implementation of PCANet on hardware, we chose typical values for input image size, the number of stages of PCANet, and the PCA filter size. All the input image patches are resized to 27-by-27 pixels. We set the convolutional filter size to 7-by-7 and the number of filters at each stage to 8. Our software simulation shows that these settings produce the most accurate classification results on target applications.
4.1 2D convolution

The operation of 2D convolution is to multiply data in a patch piece-wise with coefficients from each of the 8 different PCA filters and then to obtain the sum of the 49 products. An adder tree is used for the sum up operation. Since there are 8 feature maps extracted at the first layer, we have instantiated 8 such 2D convolution modules for the first layer of the PCANet on the hardware design.

4.2 Second stage computation

The first stage computation consists of one patch generation module, one patch-mean removal module and eight 2D convolution modules. At the second stage, each feature map from the first stage is again expanded by convolutions with 8 PCA filters. Thus, there are a total of 8 patch generation modules, 8 patch-mean removal modules, and 64 2D convolution modules in second layer. The computational steps are almost identical to the first stage computations except for the different bit width of data being processed.

At second stage, there are 64 such modules. A separate analysis shows that the second stage’s computation makes up 90% of the chip area and power consumption. To reduce resource usage and power consumption, we reused these modules at the second stage. Additional buffers are inserted between the first stage and the second stage. In this way, only 1 patch generation module, 1 patch-mean removal module and 8 2D convolution modules are used in the second stage. The first stage still uses 1 patch generation module, 1 patch-mean removal module and 8 2D convolution modules. Our later VLSI results show that such an implementation comes with a small chip size and low power consumption, and can still achieve a high throughput.

4.3 Binary hashing module

After two layers of 2D convolutions, each of the 8 feature maps created by the second stage need to be merged together. First, we take the sign of the input, then multiply those signs with different weights of \([128, 64, 32, 16, 8, 4, 2, 1]\). This process is called binary hashing. On hardware, we first set up an 8-bit register, and then put the sign of each data into different slots of this 8-bit register. The resulting 8-bit register is the sum of these 8 weighted values. Such a structure eliminates the need for multiplication operations, reducing power consumption.

4.4 Block-wise histogram

As the last step of the PCANet feature extraction, a histogram is needed to generalize the features. After binary hashing, there are 8 feature maps, each containing a 27-by-27 matrix of 8-bit data. Each single feature map is then divided into 6-by-6 blocks, each block having 7-by-7 pixels. The first block is taken from the up left corner of the feature map, then the block slides to the right by 4 pixels to generate the second block. The block keeps sliding to the right until it slides out of the 27-by-27 area, then it slides down by 4 pixels and starts from the leftmost pixel to obtain the next block. A total of \(6 \times 6 = 36\) blocks are generated in this way. For each block, one histogram ranging from 0 to 255 is then generated. A total of 256 comparators and 256 6-bit counters are used, in \(7 \times 7 = 49\) clock cycles,
data from one block is sent to such a circuit, all 256 features are generated at the 50th clock cycle. The architecture of the histogram generation module is shown in Fig. 1.

![Diagram of the histogram generation module](image)

**Fig. 1.** For one data, 256 comparators are used in parallel to accumulate the right counter. After every data in a 7-by-7 block is processed, the counter results are loaded into buffers.

### 4.5 Linear support vector machine

Linear SVM makes the classification decision based on the PCANet features. In our work, the input to SVM consists of 8 feature maps, each feature map contains 36 blocks, and each block has 256 histogram values. Therefore, each image patch contains a total of $8 \times 36 \times 256 = 73,728$ PCANet features. Creating 73,728 multipliers on hardware will insanely increase power consumption. We need to design an efficient SVM architecture for the such a large vector feature vector. In our work, we decided to use a total of 128 multipliers through experiments. In this way, we divided these features into small pieces and multiplied with coefficients piece-wisely. A state machine based module is introduced to control the status of the multiplications. Once all multiplications are completed, it proceeds to adding with the bias and then providing the final classification results of the PCANet.

As explained in section 4.2, we only process one feature map at a time, and there are 36 units working in parallel to extract histograms from a single feature map. As indicated in Fig. 2, 36 buffers are used to store histogram results, and each buffer contains 256 memory slots. On the other side of the input buffer array, at one clock cycle, 128 features are taken for multiplication. After multiplication, an adder tree is attached to compute the summation of these 128 data. SVM coefficients are taken from 32 separate ROMs, with each ROM size 64-by-1024 bits.
5 Chip implementation results

5.1 VLSI results

The low power design achieves a highest frequency of 454.5 MHz. Since the PCANet only has a total of \((8 \times 7 \times 7 + 64 \times 7 \times 7) \times 2 \text{ bytes} = 6.9 \text{ KB weights}\), we are able to store all these weights on-chip memory, which is a big difference with other mainstream CNN chips. In this way, there is no need to take in weights from external memory during computation.

The throughput bottleneck of the chip is at the second stage, to process one candidate, \(27 \times 27 \times 8 / 454.5 \text{ M} = 12831.68 \text{ ns}\) is needed. This is equivalent to a processing speed \(1 \times 10^9 / 12831.68 = 77,932\) candidates per second.

5.2 Comparison with convolutional neural network

Convolutional neural networks have already been implemented on FPGAs, the implementation on Zynq XC7Z045 SoC FPGA achieves a maximum frequency of 142 MHz, while consuming 8 watts [19]. Another FPGA implementation of CNN is on Xilinx Virtex-4 FPGA, operating at 200 MHz with a power consumption of 15 watts [20]. Implementing a six-layer convolutional neural network requires 10 watts on a Xilinx Virtex-6 VLX240T board [21]. A state-of-the-art FPGA implementation achieves 10 fps with less than 10 watts power consumption [14].

VLSI in nature consumes less power and enables a higher frequency than FPGAs, so we compare our work to other VLSI implementations. Typical CNN chip implementations are shown in Table I.

Table I shows that our implementation achieves the best power efficiency, can process at a higher data precision at the same time. Also note that in the Origami paper, it reports a memory bandwidth of 525 MB/s, which is equivalent to 88.5 frames of 1080P images in one second. We assume their design can exactly catch up with the data streaming, 88.5 fps is their highest throughput.

Compared to other implementations, our implementation can process 77,932 27-by-27 images in one second, which is equivalent to 27.4 fps at 720P, comparable to other CNN chips as shown in Table I. Also, one major difference is that our implementation stands out as the only single-chip solution by storing all the weights on chip, largely reducing integration effort.
6 Performance evaluation results

In our work, targeting ADAS applications, we evaluated the PCANet detector on road marking detection and traffic light detection.

6.1 Road marking detection

Road marking detection is a very important function for advanced driver assistance systems. Previously, we evaluated the PCANet detector on road marking dataset provided by Wu and Ranganathan [24]. The road marking dataset contains 1,443 street view images, each with a size of 800-by-600. There is a total of 11 road markings in the dataset, we only selected 9 classes because the other 2 classes do not provide enough samples for training. We randomly divided all images into 60/40 with no overlap.

For road marking detection, the BING algorithm [25] is used to proposal potential image candidates. The BING algorithm can run at 300 fps on a single laptop CPU and works well for road marking detection. In this letter, the BING algorithm is used to proposal potential image candidates. Then, each proposed image candidate is resized to be 27-by-27 and sent to the PCANet chip.

On the road marking dataset, we achieved an overall accuracy of 96.8% on 9 classes. As presented in the paper [26], PCANet classification accuracy is more consistent and much better than the original road marking detection work done by Wu and Ranganathan [24], especially on “FORWARD” sign detection, where PCANet achieves an accuracy of 96.8%, far exceeding their achieved value of 23.13%.

6.2 Traffic light detection

Traffic light detection, especially red-light detection is very critical, ignoring a red light can be life-threatening. In our work, we built up our own traffic light dataset [27] around the city of Worcester, Massachusetts, USA. The traffic light dataset contains video data collected during summer and winter. Our work showed that the PCANet outperforms the HoG algorithm on traffic light detection. The comparison of HoG and PCANet performance is shown in Table II.

<table>
<thead>
<tr>
<th>Table I. Comparison of PCANet and CNN chip implementations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chip Area/mm²</td>
</tr>
<tr>
<td>Power/W</td>
</tr>
<tr>
<td>Max Freq./MHz</td>
</tr>
<tr>
<td>VLSI Process/nm</td>
</tr>
<tr>
<td>Throughput/fps</td>
</tr>
<tr>
<td>Image Size</td>
</tr>
<tr>
<td>Precision</td>
</tr>
</tbody>
</table>
7 Conclusion

In this paper, we investigate the PCANet algorithm and its hardware architecture as a single-chip object detector. The PCANet detector achieves satisfactory performance on road marking detection and traffic light detection, and is applicable to many other ADAS applications. The ASIC implementation is able to process 27.4 frames of 1080P images per second, with the power consumption of only 0.5 watt. Compared to other typical CNN based chip implementations, the PCANet implementation achieves better power efficiency and higher throughput. Moreover, the PCANet only has 6.9 K Bytes of weights that is much lesser than that of a CNN. All weights can be stored on chip for fast data access. The proposed PCANet detector is a high-throughput and power-efficient solution for real-time vision applications.
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<table>
<thead>
<tr>
<th>Table II.</th>
<th>Comparison of PCANet and CNN chip implementations</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Precision Rate</td>
</tr>
<tr>
<td>HoG</td>
<td>80.3%</td>
</tr>
<tr>
<td>PCANet</td>
<td>93.1%</td>
</tr>
</tbody>
</table>