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Abstract. The effectiveness of Quasi-Monte Carlo methods for numerical integration has led to the study of $(T, M, S)$-nets, which are uniformly distributed point sets in the Euclidean unit cube. A recent result, proved independently by Schmid/Mullen and Lawrence, establishes an equivalence between $(T, M, S)$-nets and ordered orthogonal arrays. In a paper of Martin and Stinson, a linear programming technique is described which gives lower bounds on the size of an ordered orthogonal array and, hence, on the quality parameter $T$ of a $(T, M, S)$-net. In this paper, we use these ideas to derive a dual Plotkin bound for ordered orthogonal arrays. For a $(T, M, S)$-net in base $b$, this bound implies

$$T \geq M + 1 - \frac{S}{1 - b^{M-S} \ell} \left( \frac{1}{b^2} - \frac{1}{b^4} - \cdots - \frac{1}{b^{2\ell}} \right),$$

where $\ell = 1 + \left\lfloor \frac{M-T}{2} \right\rfloor$. We end the paper with an exploration of the implications of this bound relative to known tables and examples.
Low-discrepancy point sets in the Euclidean unit cube \([0,1)^S\) are important in several quasi-Monte Carlo methods in scientific computing. In applications such as numerical integration, pseudo-random number generation and simulation, it is desirable to have a good supply of “small” subsets \(N \subseteq [0,1)^S\) which evenly sample a prespecified collection of subregions of the cube. The following concept is due to Niederreiter [8] but is based on earlier ideas of Sobol’ [13]. Consider a base \(b \geq 2\). An elementary interval in base \(b\) is a region of the form
\[
E = \prod_{i=1}^{S} \left[ \frac{a_i}{b^{d_i}}, \frac{a_i + 1}{b^{d_i}} \right)
\]
where the integers \(a_i\) satisfy \(0 \leq a_i < b^{d_i}\) for each \(i\). Observe that \(\text{Vol}(E) = b^{T-M}\) contains exactly \(b^{T}\) points of \(N\). While much recent research focuses on the construction of such point sets (see, e.g., [9, 11]), our aim is to provide good lower bounds on the size of such a set. For such bounds in the case of small dimensions \(S\), see [1, 7].

An analogue of the Rao bound for orthogonal arrays was obtained in [5]; this applies to all dimensions \(S\) and is strongest for \(M-T\) small. By contrast, our main result — which also applies for all dimensions \(S\) — is most useful when \(M-T\) is large. The main result of this paper is the following lower bound on \(T\) as a function of \(M, S\) and \(b\).

**Theorem 1 (Dual Plotkin Bound for \(T\)).** If a \((T,M,S)\)-net exists in base \(b\), then
\[
T \geq M + 1 - \frac{S}{1 - b^{M-S\ell}} \left( \ell - \frac{1}{b} - \frac{1}{b^2} - \cdots - \frac{1}{b^\ell} \right),
\]
where \(\ell = 1 + \lfloor M-T \rfloor / S\).

We now outline a translation of these structures into the language of combinatorial designs. Let \(F\) be an alphabet composed of \(b\) symbols. Let \(A\) be an array with entries from \(F\) whose \(s\ell\) columns are indexed by the set
\[
C = \{(i,j) : 1 \leq i \leq s, 1 \leq j \leq \ell\}.
\]
The parameter \(i\) will be referred to as a *coordinate*. The motivation for this suggestive notation will be clear after the next theorem. We say that \(A\) is balanced with respect to \(R \subseteq C\) provided the array obtained by restricting \(A\) to only those columns in \(R\) contains each \(|R|\)-tuple over \(F\) as a row exactly \(\lambda\) times for some positive integer \(\lambda\). We say that a set \(R\) of columns is left-justified provided, for all \(i\) and all \(j > 1\), if \((i,j) \in R\), then \((i,j-1) \in R\). An ordered orthogonal array (OOA) with parameters \(t, s, \ell, \lambda\) and \(b\) is an array \(A\) with entries from \(F\) and columns indexed by \(C\) having the property that \(A\) is balanced with respect to every left-justified set \(R\) consisting of \(t\) columns. If this condition holds, we will call \(A\) an \(OOA_{\lambda}(t,s,\ell,b)\) where \(\lambda b^t\) is the number of rows of \(A\), and we refer to \(t\) as the *strength* of the array.
Theorem 2 (Mullen/Schmid, Lawrence). There exists a $(T,M,S)$-net in base $b$ if and only if there exists an OOA$_{bT}(M-T, S, M-T, b)$.

If $b$ is a prime power and $F$ is the finite field of order $b$, it may happen that the rows of $A$ form a linear subspace of $F^{s\ell}$. Such an array is called a linear OOA. More generally, we may impose the structure of an abelian group on $F$ and require the rows of $A$ to form a subgroup of $F^{s\ell}$. These additive OOA’s are connected via the above correspondence to the so-called digital nets.

Henceforth, a tuple $x$ in $F^{s\ell}$ will be written

$$x = \left( x^{(1)}; x^{(2)}; \ldots; x^{(s)} \right) = \left( x_1^{(1)}, \ldots, x_\ell^{(1)}; x_1^{(2)}, \ldots, x_\ell^{(2)}; \ldots; x_1^{(s)}, \ldots, x_\ell^{(s)} \right).$$

In [10], Rosenbloom and Tsfasman define the following metric on $F^{s\ell}$:

$$\rho(x, y) = \sum_{i=1}^{s} \left( \ell - \max(j : x_k^{(i)} = y_k^{(i)} \text{ for all } k < j) \right)$$

where the maximum is taken to be zero when $x_1^{(i)} \neq y_1^{(i)}$. We will refer to this as the RT metric. A nonempty subset $C$ of $F^{s\ell}$ is said to have minimum distance $d$ as an RT code if and only if $C^\perp$ has strength $d-1$ as an ordered orthogonal array.

Theorem 3 (Martin/Stinson [6]). Suppose $F$ is an abelian group. Let $C$ be an additive subset of $F^{s\ell}$ and let $C^\perp$ denote its dual. Then $C$ has minimum distance $d$ as an RT code if and only if $C^\perp$ has strength $d-1$ as an ordered orthogonal array.

2 The Plotkin Bound

We begin with an elementary proof of an upper bound of Rosenbloom and Tsfasman [10] on the size of an RT code. This is a straightforward extension of the Plotkin bound familiar to coding theorists (cf. [14]).

Let $C$ be an RT code of size $M$ with minimum distance at least $d$. Then we clearly have

$$dM(M-1) \leq \sum_{x \in C} \sum_{y \in C} \rho(x, y). \quad (1)$$

Observe that

$$\rho(x, y) = \sum_{i=1}^{s} \rho(x^{(i)}, y^{(i)}) \quad (2)$$

where, on the right, the metric $\rho$ is the Rosenbloom-Tsfasman metric specialized to the case $s = 1$. Fix a coordinate $i$ ($1 \leq i \leq s$). For each $c \in F^h$ ($1 \leq h \leq \ell$), define

$$m_c := \left| \left\{ x \in C : x_j^{(i)} = c \text{ for } 1 \leq j \leq h \right\} \right|$$
and note that, for any \( 1 \leq h \leq \ell \), \( \sum_{c \in F^h} m_c = M \). For this coordinate \( i \), we may write
\[
\sum_{x \in C} \sum_{y \in C} \rho(x^{(i)}, y^{(i)}) = \sum_{u \in F^i} \sum_{v \in F^i} \rho(u, v) m_u m_v. \tag{3}
\]
Let \( \theta = \ell - \frac{1}{b} - \frac{1}{b^2} - \cdots - \frac{1}{b^{\ell}} \). We claim the following

**Lemma 1.**
\[
\sum_{u \in F^i} \sum_{v \in F^i} \rho(u, v) m_u m_v \leq \theta M^2.
\]

**Proof.** Let \( X \) denote the quantity on the left-hand side. For \( c \in F^h \), \( u \in F^\ell \), write \( c \preceq u \) when \( u_j = c_j \) for \( 1 \leq j \leq h \). Then, for any \( u \) and \( v \) in \( F^\ell \),
\[
\rho(u, v) = \ell - \sum_{c \preceq u} 1
\]
since \( u \) and \( v \) have one common prefix of length \( h \) for each \( h = 1, \ldots, \ell - \rho(u, v) \).

We therefore have
\[
X = \ell M^2 - \sum_{h=1}^{\ell} \sum_{c \in F^h} m_c^2.
\]

Now apply the Cauchy-Schwarz inequality: for \( c \in F^h \)
\[
\sum_{c' \in F^{h+1}} m_{c'}^2 \geq \frac{1}{b} m_c^2, \quad \text{which gives} \quad \sum_{c' \in F^{h+1}} m_{c'}^2 \geq \frac{1}{b} \sum_{c \in F^h} m_c^2,
\]
after summing over all \( c \in F^h \). In fact, we may apply Cauchy-Schwarz repeatedly to obtain the inequalities
\[
X = \ell M^2 - \sum_{h=1}^{\ell-1} \sum_{c \in F^h} m_c^2 - \sum_{c \in F^\ell} m_c^2
\]
\[
\leq \ell M^2 - \sum_{h=1}^{\ell-2} \sum_{c \in F^h} m_c^2 - \left(1 + \frac{1}{b}\right) \sum_{c \in F^{\ell-1}} m_c^2
\]
\[
\vdots
\]
\[
\leq \ell M^2 - \left(1 + \frac{1}{b^2} + \cdots + \frac{1}{b^{\ell-1}}\right) \sum_{c \in F} m_c^2
\]
\[
\leq \ell M^2 - \left(1 + \frac{1}{b^2} + \cdots + \frac{1}{b^{\ell}}\right) M^2 = \theta M^2.
\]

With equation (3), this gives the following inequality for each coordinate \( i \):
\[
\sum_{x \in C} \sum_{y \in C} \rho(x^{(i)}, y^{(i)}) \leq \theta M^2. \tag{4}
\]
Summing over all $s$ coordinates and using equations (1) and (2), we obtain

$$dM(M - 1) \leq \sum_{x \in C} \sum_{y \in C} \rho(x, y) \leq s\theta M^2,$$

which completes our proof of the bound of Rosenbloom and Tsfasman [10].

**Theorem 4 (Plotkin Bound).** If a code $C$ has minimum distance $d > s\theta$, then $M = |C|$ satisfies

$$M \leq \frac{d}{d - s\theta}.$$

In view of Theorems 2 and 3, this implies a dual Plotkin bound for digital $(T, M, S)$-nets. In order to establish such a bound for arbitrary $(T, M, S)$-nets, we now turn to the linear programming method from the theory of association schemes.

## 3 Linear Programming

In [6], Martin and Stinson derived a linear programming bound for ordered orthogonal arrays. This is a special case of a general result of Delsarte [2].

Let positive integers $s$, $\ell$, and $b \geq 2$ be given. Let $z = (z_0, \ldots, z_{\ell})$ be a vector of indeterminates. Define polynomials

$$p_i(z) = \left( \sum_{h=0}^{\ell-i} [b^h - b^{h-1}] z_h \right) - b^{\ell-i} z_{\ell+1-i},$$

where the ceiling function $\lceil \cdot \rceil$ is used simply to round up the coefficient of $z_0$ and we introduce the constant $z_{\ell+1} = 0$ for convenience.

Now if $f = (f_0, \ldots, f_{\ell})$ is any $(\ell + 1)$-tuple of nonnegative integers summing to $s$ we define

$$P_f(z) = \prod_{i=0}^{\ell} p_i(z)^{f_i}.$$

Our linear program has $\binom{\ell+s}{s}$ variables and constraints, one of each for every $(\ell + 1)$-tuple of nonnegative integers summing to $s$. We will henceforth refer to these tuples as “shapes”.

For a shape $e = (e_0, \ldots, e_\ell)$, we write

$$z^e = z_0^{e_0} \cdots z_\ell^{e_\ell}.$$

Now we define the constraint matrix $P$. For shapes $e$ and $f$, the entry $P_f(e)$ in row $f$ and column $e$ is defined to be the coefficient of $z^e$ in the polynomial $P_f(z)$. We have one variable $A_f$ for each shape $f$, but the variable $A_0$ will be treated in a special manner by putting $A_0 = 1$ where the zero shape is $0 \equiv (s, 0, \ldots, 0)$.

We define the “height” of a shape $e$ as follows:

$$ht(e) = e_1 + 2e_2 + \cdots + \ell e_\ell.$$
Let $A$ denote the row vector whose entries are the variables $A_f$. We are now prepared to give a concise description of the linear program obtained by Martin and Stinson [6]. For any ordered orthogonal array OOA($t,s,\ell,b$), the number of rows is bounded below by the optimal objective value of the following LP:

\[
\begin{align*}
\text{minimize} & \quad \sum_f A_f \\
\text{subject to} & \quad (AP)_e = 0 \quad \text{for} \quad 0 < \text{ht}(e) \leq t \\
& \quad (AP)_e \geq 0 \quad \text{for} \quad \text{ht}(e) > t \\
& \quad A_f \geq 0 \quad \text{for all} \quad f \\
& \quad A_0 = 1
\end{align*}
\]

We can rephrase this by replacing the rows of $P$ by the corresponding multivariate polynomials $P_f(z)$ and setting $g(z) = \sum A_f P_f(z)$. If $[z^e]g(z)$ is used to denote the coefficient of the monomial $z^e$ in the polynomial $g(z)$, then we have

\[
\begin{align*}
\text{minimize} & \quad [z^0]g(z) \\
\text{subject to} & \quad [z^e]g(z) = 0 \quad \text{for} \quad 0 < \text{ht}(e) \leq t \\
& \quad [z^e]g(z) \geq 0 \quad \text{for} \quad \text{ht}(e) > t \\
& \quad g(z) = \sum_f A_f P_f(z) \quad \text{with all} \quad A_f \geq 0 \\
& \quad A_0 = 1
\end{align*}
\]

Since only the minimum feasible solution provides a lower bound and solving this LP to optimality does not seem practicable asymptotically, we pass to the dual linear program for which each feasible solution is a valid lower bound on the number of rows in our OOA. The dual linear program can be formulated as follows:

\[
\begin{align*}
\text{maximize} & \quad [z^0]g(z) \\
\text{subject to} & \quad [z^e]g(z) \geq 0 \quad \text{for all} \quad e \neq 0 \\
& \quad g(z) = \sum_e B_e P_e(z) \quad \text{with} \quad (\dagger) \\
& \quad B_e \leq 0 \quad \text{whenever} \quad \text{ht}(e) > t \\
& \quad B_0 = 1
\end{align*}
\]

For a given set of parameters $t, s, \ell, \text{and} b$, let $LP^*(t,s,\ell,b)$ denote the optimal objective value of this linear program. The case $\ell = 1$ corresponds to the ordinary linear programming bound for error-correcting codes and orthogonal arrays. Quite a bit is known in this case (see, e.g., [4]), but almost nothing is known for the cases $\ell \geq 2$.

4 Proof of the Main Theorem

We begin with a technical lemma.

Lemma 2.

\[
\sum_{j=1}^\ell j (b^j - b^{j-1}) p_j = b^\ell \theta z_0 - \sum_{j=1}^\ell (b^j - b^{j-1}) z_j.
\]
Proof. Let $U(z) = \sum_{j=1}^{\ell} j (b^j - b^{j-1}) p_j = \sum_{k \geq 0} u_k z_k$. Proving this lemma is now a matter of computing the $u_k$. For $j \geq 1$,

\[ p_j = z_0 + \sum_{i=1}^{\ell-j} (b^i - b^{i-1}) z_i - b^{\ell-j} z_{\ell-j+1}. \]

Concentrating first on the coefficient of $z_0$ in $U(z)$, we have

\[ u_0 = \sum_{j=1}^{\ell} j (b^j - b^{j-1}) = \sum_{j=1}^{\ell} j b^j - \sum_{j=0}^{\ell-1} (j+1) b^j = \ell b^\ell - 1 - \sum_{j=1}^{\ell-1} b^j \]

\[ = b^\ell \left( \ell - \frac{1}{b} - \frac{1}{b^2} - \cdots - \frac{1}{b^\ell} \right) = b^\ell \theta. \]

Now if $k \geq 1$, the coefficient of $z_k$ in $U(z)$ is

\[ u_k = \sum_{j=1}^{\ell-k} j (b^j - b^{j-1})(b^k - b^{k-1}) - (\ell - k + 1)(b^{\ell-k+1} - b^{\ell-k}) b^k \]

\[ = (b^k - b^{k-1}) \left\{ \sum_{j=1}^{\ell-k} j b^j - \sum_{j=0}^{\ell-k-1} (j+1) b^j \right\} - (\ell - k + 1)(b^\ell - b^{\ell-1}) \]

\[ = (b^k - b^{k-1}) \left\{ (\ell-k) b^{\ell-k} - \sum_{j=0}^{\ell-k-1} b^j \right\} - (\ell - k) b^\ell + (\ell - k) b^{\ell-1} - b^\ell + b^{\ell-1} \]

\[ = - \sum_{j=0}^{\ell-k-1} b^{j+k} + \sum_{j=0}^{\ell-k-1} b^{j+k-1} - b^\ell + b^{\ell-1} = -b^{\ell-1} + b^{k-1} - b^\ell + b^{\ell-1} \]

\[ = -(b^\ell - b^{k-1}), \]

which completes the proof. \(\square\)

The following theorem will lead to the dual Plotkin bound by giving a particular feasible solution to the dual LP (\dagger).

**Theorem 5.** For $t > s\theta - 1$, we have $LP^*(t, s, \ell, b) \geq b^\ell \left( 1 - \frac{s\theta}{t+1} \right)$.

Proof. Let $\alpha = \frac{s}{t+1}$ and consider the solution defined by

\[ B_f = \left( 1 - \frac{ht(f)}{t+1} \right) \left( \frac{s}{f_0, \ldots, f_\ell} \right)^{\ell} \prod_{i=1}^{\ell} (b^i - b^{i-1})^{f_i}. \]

In view of our linear programming formulation (\dagger), it suffices to establish the following four claims:

**Claim 1:**

\[ \sum_{f} B_f P_f(z) = (b^\ell z_0)^{s-1} \left[ b^\ell (1 - \alpha \theta) z_0 + \alpha \sum_{j=1}^{\ell} (b^\ell - b^{j-1}) z_j \right]. \]
Claim 2: All coefficients on the right-hand side of Claim 1 are nonnegative.

Claim 3: $B_f \leq 0$ whenever $\text{ht}(f) > t$.

Claim 4: $\sum f_B f = b^s(1 - \alpha \theta)$.

Claim 3 follows immediately from the definition. Let us prove Claim 1 next.

\[
\sum_B B_f P_f(z) = \sum_f \left(1 - \alpha \frac{\text{ht}(f)}{s}\right) \left(f_0, \ldots, f_\ell\right) \prod_{i=0}^{\ell} \left([b^i - b^{i-1}] p_i\right)^{f_i}
\]

\[
= \sum_f \left(f_0, \ldots, f_\ell\right) \prod_{i=0}^{\ell} \left([b^i - b^{i-1}] p_i\right)^{f_i} - \alpha \sum_{j=1}^{\ell} j p_j \sum_f \left(f_0, \ldots, f_\ell\right) f_j \prod_{i=0}^{\ell} \left([b^i - b^{i-1}] p_i\right)^{f_i}
\]

\[
= \left(\sum_{i=0}^{\ell} [b^i - b^{i-1}] p_i\right)^s - \alpha \sum_{j=1}^{\ell} j p_j \sum_{i=0}^{\ell} \frac{\partial}{\partial p_j} \left(\sum_{i=0}^{\ell} [b^i - b^{i-1}] p_i\right)^s
\]

\[
= (b^\ell z_0)^s - \alpha \sum_{j=1}^{\ell} j p_j (b^\ell - b^{j-1}) (b^\ell z_0)^{s-1}
\]

\[
= (b^\ell z_0)^{s-1} \left[b^\ell z_0 - \alpha \sum_{j=1}^{\ell} j p_j (b^\ell - b^{j-1})\right]
\]

\[
= (b^\ell z_0)^{s-1} \left[b^\ell z_0 - \alpha b^\ell \theta z_0 - \sum_{j=1}^{\ell} (b^\ell - b^{j-1}) z_j\right]
\]

\[
= (b^\ell z_0)^{s-1} \left[b^\ell (1 - \alpha \theta) z_0 + \alpha \sum_{j=1}^{\ell} (b^\ell - b^{j-1}) z_j\right].
\]

Thus Claim 1 holds. Now, since $0 \leq \alpha < 1/\theta$, all coefficients of the resulting polynomial are easily seen to be nonnegative, and Claim 2 holds. Finally, we compute the sum of the $B_f$ by setting $z_0 = 1$ and $z_j = 0$ for all $j \neq 0$ in Claim 1 and Claim 4 is proven. This completes the proof of the theorem. $\square$

By a result of Levenshtein [4], any linear programming bound for designs, such as the above, yields a corresponding bound for codes. Without going into
details, we remark that, in this case, we obtain a third proof of the Plotkin bound for RT codes.

The translation into a bound for \((T,M,S)\)-nets is now immediate. Proof of Theorem 1: Let \(N\) be a \((T,M,S)\)-net in base \(b\). Then, by Theorem 2, there exists an OOA\((M - T, S, M - T, b)\) having \(b^M\) rows. Theorem 5 then implies that

\[
b^M \geq b^{S\ell} \left(1 - \frac{S\theta}{M - T + 1}\right)
\]

where \(\ell\) and \(\theta = \ell - \frac{1}{q} - \cdots - \frac{1}{q^\ell}\) satisfy \(M - T > S\theta - 1\). Taking \(\ell = 1 + \lfloor \frac{M - T}{S}\rfloor\), we obtain

\[
b^M - S\ell \geq 1 - \frac{S\theta}{M - T + 1}
\]

which is easily manipulated to give the desired result. \(\square\)

5 Impact of our results

We observe that the Plotkin bound gives the optimal solution to the linear program (i) for several infinite families of parameter sets.

\[
LP^*(5u - 1, 3u, 2, 2) = 2^{6u-2} \quad (u = 1, 2, 3, \ldots)
\]

\[
LP^*(4u - 1, 3u, 2, 2) = 2^{6u-4} \quad (u = 1, 2, 3, \ldots)
\]

\[
LP^*(10u - 1, 7u, 2, 2) = 2^{14u-3} \quad (u = 1, 2, 3, \ldots)
\]

Now we give lower bounds \(T(M, S)\) on \(T\) for \((T, M, S)\)-nets in base \(b\) for sufficiently large \(M\). These are important because they give lower bounds on \(T\) for structures called \((T, S)\)-sequences [9]. Niederreiter showed that every \((T, S)\)-sequence in base \(b\) yields a \((T, M, S + 1)\)-net in base \(b\) for all \(M \geq T\) [8, Lemma 5.15]. Thus the bounds below, obtained via the propagation rules

\[
T(M + 1, S) \geq T(M, S), \quad T(M, S + 1) \geq T(M, S),
\]

for \(M = 500\) and \(\ell \leq 50\) yield new information about the existence of such sequences. For comparison, the reader should consult http://mint.sbg.ac.at/ [12] where an elegant and regularly updated web tool gives the best known information on both nets and sequences.

**Lower bounds on \(T\) for \((T, S)\)-sequences in bases \(b = 2, 3, 5\)**

| \(b\) \(S\) | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 | 15 | 16 | 17 | 18 | 19 | 20 | 21 | 22 | 23 | 24 | 25 |
| 2 | 0 | 0 | 1 | 1 | 1 | 1 | 2 | 2 | 2 | 2 | 2 | 2 | 2 | 2 | 2 | 2 | 2 | 2 | 2 | 2 | 2 | 2 | 2 | 2 |
| 3 | 0 | 0 | 0 | 1 | 1 | 1 | 2 | 2 | 2 | 2 | 2 | 2 | 2 | 2 | 2 | 2 | 2 | 2 | 2 | 2 | 2 | 2 | 2 | 2 |
| 5 | 0 | 0 | 0 | 0 | 0 | 1 | 1 | 1 | 1 | 1 | 2 | 2 | 2 | 2 | 2 | 2 | 2 | 2 | 2 | 2 | 2 | 2 | 2 | 2 |

| \(b\) \(S\) | 26 | 27 | 28 | 29 | 30 | 31 | 32 | 33 | 34 | 35 | 36 | 37 | 38 | 39 | 40 | 41 | 42 | 43 | 44 | 45 | 46 | 47 | 48 | 49 | 50 |
| 2 | 20 | 21 | 22 | 23 | 24 | 25 | 26 | 27 | 28 | 29 | 30 | 31 | 32 | 33 | 34 | 35 | 36 | 37 | 38 | 39 | 40 | 41 | 42 | 43 |
| 3 | 10 | 11 | 11 | 11 | 11 | 12 | 12 | 13 | 13 | 13 | 14 | 14 | 15 | 15 | 16 | 16 | 16 | 16 | 17 | 17 | 17 | 18 | 18 | 19 |
| 5 | 5 | 5 | 5 | 5 | 5 | 6 | 6 | 6 | 6 | 7 | 7 | 7 | 7 | 8 | 8 | 8 | 8 | 8 | 9 | 9 | 9 | 9 | 10 | 10 | 10 |
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