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ABSTRACT

Small area estimation is becoming increasingly popular for survey statisticians. One very important program
is Small Area Income and Poverty Estimation undertaken by the United States Bureau of the Census, which
aims at providing estimates related to income and poverty based on American Community Survey data at
the state level and even at lower levels of geography. This article introduces global-local (GL) shrinkage
priors for random effects in small area estimation to capture wide area level variation when the number
of small areas is very large. These priors employ two levels of parameters, global and local parameters, to
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express variances of area-specific random effects so that both small and large random effects can be cap-
tured properly. We show via simulations and data analysis that use of the GL priors can improve estimation
results in most cases. Supplementary materials for this article, including a standardized description of the
materials available for reproducing the work, are available as an online supplement.

1. Introduction

The demand for small area estimates is increasingly being
felt both in the public and private sectors for policy formula-
tion. One very important current day program undertaken by
the United States Bureau of the Census is Small Area Income
and Poverty Estimation. This program is targeted to provide
estimates related to income and poverty based on American
Community Survey (ACS) data at the state level and even at
lower levels of geography such as counties, census tracts, and
school districts. Examples include estimates of the total as well
as the proportion of 5-17 years old children under poverty in
such local areas.

Direct estimates for small areas are usually accompanied with
large standard errors and coefficients of variation due to small
sample sizes. This necessitates the use of models to link different
small areas. Small area models are usually classified into area
level models and unit level models. In this article, we focus on
area level models. Some examples of discussions on unit level
models are Battese, Harter, and Fuller (1988), Datta and Ghosh
(1991), Tarozzi and Deaton (2009), and Rao and Molina (2015).

The classic area level model is due to Fay and Herriot (1979).
It is a mixed effect model with known sampling variances, not
necessarily all equal, and independent normal area-specific ran-
dom effects with zero means and a common unknown variance.
The simplicity and interpretability of the resulting small area
estimates have made this model most popular in the small area
literature with multiple applications.

Despite its wide popularity, questions have been raised
regarding blanket application of the Fay-Herriot (FH) model

for all kinds of data. Up until now, the most common chal-
lenge to this model is its lack of robustness. The normality and
homoscedasticity of random effects is always an unverifiable
assumption, and no wonder, this assumption often fails in prac-
tice. There are several papers that dispensed with the assump-
tion of normality of the random effects. Among others, we refer
to Datta and Lahiri (1995), Lahiri and Rao (1995), Jiang, Lahiri,
and Wan (2002), Datta, Rao, and Smith (2005), Jiang and Lahiri
(20064, 2006b), Li and Lahiri (2007), and Fabrizi and Trivisano
(2010).

A different but equally pertinent issue has recently surfaced
in the small area literature. This concerns the need for random
effects in all small area problems, namely, whether even fixed
effects models would be adequate for small area estimation in
certain situations. Datta, Hall, and Mandal (2011), henceforth
referred to as DHM, were the first to address this problem. They
suggested a test-based approach where the null hypothesis is that
the common random effect variance is zero. The test was based
on a discrepancy statistic measuring the lack of fit of the multiple
regression model of small area means on certain covariates. This
work spurred further research with the same theme. Among
others, one may refer to Molina, Nandram, and Rao (2014) and
Morales, Pagliarella, and Salvatore (2015).

The DHM procedure performs well when the number of
small areas is moderately large, but, as it often happens in prac-
tice, the number of small areas is very large, for example, when
one considers all counties in the United States. In such situa-
tions, even if the regression estimates can describe the small area
means very well in most of the small areas, the null hypothesis of
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no random effects is still very likely to be rejected, primarily due
to the significant departure of direct estimates from the regres-
sion estimates caused by a few large residuals. This problem
was first realized by Datta and Mandal (2015). They proposed
to model random effects through a mixture of a point mass at
zero and a zero-mean normal distribution. Such priors belong to
the general class of spike-and-slab priors. The point mass part is
suitable for areas where regression estimates are adequate, while
the normal distribution part models random effects when the
regression model as such is not adequate. Essentially, this model
still assumes normally distributed random effects, but the vari-
ance can be either zero or a positive value.

In contrast to the spike-and-slab priors of Datta and Mandal
(2015), the present article considers global-local (GL) shrink-
age priors, which meet the same objective and beyond. In par-
ticular, these priors allow area-specific variance components for
random effects. In areas where random effects are not needed,
the variance component can be very small, while, in areas where
regression estimates are not adequate, the variance component
can be large so that random effects play a role. The proposed
model is, especially advantageous when the number of small
areas is very large, for example, when the small areas constitute
3000 plus counties of the United States, and a wide variation in
area level effects are expected.

The GL shrinkage priors acquire the feature mentioned
above by employing two levels of parameters to express prior
variances of normally distributed random effects. The first level
consists of the local shrinkage parameters, which are distinct
for each area, while the other, the global shrinkage parameter, is
common for all random effects. The global shrinkage parameter
causes shrinkage on all random effects (global shrinkage effect)
to capture the small random effects, while the local shrinkage
parameters try to neutralize it for areas that need large random
effects. The degree of this neutralizing effects is closely related
with the tail of the priors on the local parameters. If it is appro-
priately heavy-tailed, both small and large random effects can
be well-captured.

The GL shrinkage priors were introduced in a series of
articles Carvalho, Polson, and Scott (2010), Polson and Scott
(2009, 2010, 2012a, 2012b), and Scott (2011). They have been
extended into a richer class. Some recent inventions are the
three parameter beta normal (TPBN) priors (Armagan, Clyde,
and Dunson 2011) and the generalized double Pareto (GDP)
priors (Armagan, Dunson, and Lee 2012). The former itself is
a big class and includes the now famous horseshoe (HS) priors
(Carvalho, Polson, and Scott 2010), the normal-exponential-
gamma (NEG) priors (Griffin and Brown 2005), and the
Strawderman-Berger (SB) priors (Strawderman 1971; Berger
1980). In multiple testing (Datta and Ghosh 2013; Ghosh et al.
2016), and other contexts where the GL shrinkage priors have
had success, they are often further classified into polynomial-
tailed priors and exponential-tailed priors according to the tails
of the priors of the local parameters. The former subclass is
often preferred in these contexts because it enjoys asymptotic
optimality when the underlying data are generated from the
spike-and-slab model. The present article distinguishes from
others on the GL shrinkage priors in that we do not treat them
simply as an approximation of the spike-and-slab priors. We
show that both subclasses of priors are useful depending on the
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data and that the deviance information criterion (DIC) can be
used to choose an appropriate one.

The outline of the remaining sections is as follows. In Section
2, we introduce the GL shrinkage priors in the area level model
and explain their working mechanism to capture both small and
large random effects. Section 3 presents a Gibbs sampler to per-
form Bayesian computation for the proposed model with some
special choice of priors. In Section 4, we compare the perfor-
mance of different models and priors through simulation in var-
ious situations. Some guidance of prior selection is provided in
Section 5. Two real-data analyses are performed in Section 6 and
we conclude with a discussion in Section 7.

2. Model

We begin with the standard area level model

yi=06i+e, 9i=x,'Tﬂ+ui, i=1,...,m, (1)

where y; is the direct estimate for small area i, x; is a
p-dimensional covariate vector, and B is a p-dimensional vec-
tor of regression coefficients. We assume that p < m and X =
(*1,...,%,)" has rank p. The sampling error vector e =
(e, ..., )T and the random effect vector u = (uy, ..., Upy)’
are assumed to be independent. The elements of e are indepen-
dent and each e; follows a normal distribution with mean 0 and
variance V;. Here, V; is assumed to be known to avoid noniden-
tifiability and typically it can be obtained by modification of the
standard survey estimate using generalized variance function of
Fay and Graubard (2001).

The random effect u; in (1) captures the variation of small
area mean 0; that cannot be explained by the covariates x;. In the
FH model, the random effects are independent and identically
distributed normal random variables

iid
ui|(7F2H9VN(O,a§H), i=1,...,m. (2)

In a hierarchical Bayesian formulation, priors are put on 8 and
o2y Usually, 7 (B, 0fy) « 7 (0f;) (Datta et al. 1996; You and
Chapman 2006). The common variance oy for all random
effects leads to the same area level variability across small areas,
which is hardly realized in practice. For example, for county level
estimation, counties usually differ widely in their variability.

The spike-and-slab prior of random effects in Datta and
Mandal (2015), on the other hand, is given by

ui=8iv,~, i=1,...,m, (3)

where &1, ..., 8, are independent and identically distributed
Bernoulli random variables with P(§; =1) =y and v; ~
N(0, opy) fori =1, ..., m, independently. With this formula-
tion, a random effect is included for small area i only when §; =
1. Essentially, the Datta-Mandal (DM) model uses two vari-
ance parameters for the random effects. It is zero for the areas
where random effects are not needed, and o3, for all the small
areas that need random effects. Independent priors are further
assumed for B, o, and y, with an improper uniform prior
on B, an inverse gamma (IG) prior on O’IZ)M, and a beta prior,
Beta(a, b), on y. If one suspects most of the local areas to have
insignificant effects, then one chooses a and b in such a way that
a/bis small.
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Table 1. Some popular priors for local parameters.

Name 7,2 (X) Class
Laplace exp(—x) E
Normal gamma X9~ exp(—x) E
Horseshoe 21407 P
Strawderman-Berger (1+x)732 P
Normal exponential gamma A+x)71° P
Three parameter beta normal X971 (14x)7a° P
Generalized double Pareto Jo~ vy exp(—xy?/2 — ny)dy P

NOTE: The first column gives the names of priors of u; marginalized over AI.Z. The
second column lists the corresponding priors of the local parameters A,?. In the
third column, E and P stand for exponential-tailed priors and polynomial-tailed
priors, respectively.

Unlike the FH model and the DM model, we use the

GL shrinkage priors to model the random effects uy, ..., uy.
Specifically,
ui|AF,tt ~ N, AT, i=1,...,m, (4)
and the joint prior of B, 7%, and A*> = (A2, ..., A2)T is
m
(B, 12, A o« w2 (T?) l_[mz ()»12) . (5)

i=1

In the GL model (4), the variance parameters of random
effects are area-specific. For each small area, it is expressed as
the multiplication of a local parameter A7 and a global parame-
ter 72, characterizing the area-specific and overall variability of
the random effects, respectively. Table 1 lists some of the popular
priors for the local parameters used in other contexts. Among
them, the Laplace (LA) prior is a special case of the normal-
gamma (NG) priors (Fruehwirth-Schnatter and Wagner 2011;
Griffin and Brown 2010) with a = 1. The HS, SB, and NEG pri-
ors are special cases of the TPBN priors. Despite their distinct
forms, these GL shrinkage priors possess a common feature, the
ability to assign nontrivial probability mass both near zero and
in the tail, which enables our GL model to capture both small
and large random effects based on data. To see this, first note
that given the local and global parameters, the conditional pos-
terior mean of the small area mean 6; shrinks the direct estimate
y: toward the synthetic regression estimate x/ 8 as

E@®;1B.A*, 7%, y) = yi — Bari (i — %/ B) , (6)

where Bgr; = Vi/(V; 4+ A?1?) is called a shrinkage factor. A
larger (smaller) shrinkage factor causes more (less) shrinkage
and produces an estimate closer to the synthetic estimate (direct
estimate).

Theorem 2.1. Suppose m,2(A?) is either exp(—A?) or propor-
tional to A%~ (1 + A2) 7%, or equivalently, either a LA prior or
a TPBN prior is assumed for random effects. For any € € (0, 1),
ift? — 0

P(BgL; < €| 1%, B,y:) — 0. )

More specifically, P(Bgr; < € |72, B, yi) =< t% if m2(A?) o
(A 14+ A2)7"  and  P(BgL; < €12, B,y;) < exp
(—%) if m,2(A?) = exp(—A?). On the other hand, if
ly: — x] Bl > oo,

P(BGL,I'>6|7:25 ,87)’1)—>0 (8)

We write fi1(t%) < f,(t%) as 1> — 0 if there exist con-
stants C; and C, such that C; < liminf, ¢ f1(7%)/ f2(t?) <
limsup,_,, fi(t?)/ f2(z?) < C,.

Proof. See Appendix. O

The first part of Theorem 2.1 shows that if the global param-
eter is small, then the posterior distribution of shrinkage factor
Bgr,; will concentrate near one and the posterior mean of the
small area mean will be close to the synthetic estimate. There-
fore, if the covariates can explain the small area means well in
most of the areas, we would want to have a small 2 so that the
posterior estimate of 6; in these areas can be shrunk enough
toward the synthetic estimate. It seems that a small 72 imposes
strong shrinkage even for the areas where synthetic estimates are
not good enough, but the second part of Theorem 2.1 demon-
strates that this shrinkage can be offset if there is a large discrep-
ancy between the direct estimate and the synthetic estimate. The
interaction of the global shrinkage effect and the offset effect
determines the total amount of shrinkage for each small area.
This feature of the GL shrinkage priors resembles the working
mechanism of the DM model. As pointed out by Datta and
Mandal (2015), the conditional posterior mean of 6; can be
similarly expressed as a shrinkage estimate and the shrinkage
factor is

(1 - JN/i)USM + Vz

Bpyi= ————2—— 9
DM,l O’SM—i—‘/l ( )
where
- Y
Yi = . (10)
+V i—x! B)2o
o+ =yt e | -3

The prior probability of a random effect being zero, y, plays
a similar role as our global parameter 7. If y is close to zero,
the shrinkage factor will be close to 1, causing a shrinkage of
the direct estimate toward the synthetic estimate for all small
areas. However, if |y; — x/ B| is large enough to make the second
term in the denominator of y; small compared with y, then the
shrinkage factor can be much smaller than one.

In our GL model, given |y; — x B| and 72, the extent of the
offset effects is closely related with the heaviness of the tails of
the priors for the local parameters. In general, a heavier tail has
a stronger offset effect, producing smaller shrinkage factors and
estimates closer to the direct estimates. Theorem 2.1 shows that
the rate of P(BgL; < €|t2, B, y;) going to zero is polynomial if
TPBN priors are used for local parameters and it is exponential
if LA priors are used. Hence, given |y; — x! B| and 72, the shrink-
age factors under LA priors are stochastically larger than those
under TPBN priors thus causing more shrinkage.

Another way to look at the GL model is to treat the local
parameters, )\1-2, as latent variables. After integrating them out,
the random effects are independent heavy-tailed random vari-
ables with a common scale parameter. From this point of view,
the local parameters help bring in extra variability for the ran-
dom effects compared with the FH model and the amount of
extra variability is closely related to the tail behavior of the dis-
tribution of the local parameters.

We have seen that the size of the global parameter is crucial
to the level of global shrinkage. We put a prior 7,2 on 72 so that it
can be automatically learned from the data. Weakly informative



IG distributions have been widely used for variance param-
eters because of its conjugacy. Recently, Gelman (2006) and
Polson and Scott (2012b) advocated half-Cauchy priors as
a default choice for a top-level scale parameter in Gaussian
hierarchical models because of its excellent risk properties. If
an half-Cauchy prior is put on 7, then we will call the resulting
prior on 72 the squared half-Cauchy (SHC) prior and its density
is proportional to (t2)"Y2(c% + t2)~!, where o is a scale
parameter. Both IG priors and SHC priors are considered for
the global parameter 72 in our context and their performance
is compared in Section 4.

3. Computation

Let y=0n....ym), 0=(01....0,)T, and V=
diag(Vy, ..., Viy). According to (1), (4), and (5), the joint
posterior density of the GL model is

Lo~ i — 7B — w)?
A2 72 _,z :17
T(B,u, A%, T |y)o<exp|: 3 2 v

m 2

_1 12
X !;[ inkz (A7) (AiT%) 2 exp (72)»#1'2) } ma (). (11)

Although we assume an improper uniform prior for g, the inte-
gration of the right-hand side of (11) with respect to 8, u, A%, and
72 can still be finite with some constraints in ;2 and ;.. That
is, the posterior distribution for our proposed model is proper

under some conditions.

Theorem 3.1. The posterior distribution resulting from the GL
shrinkage prior is proper if both 77,2 (A?) and 7,2 (t?) are proper.

Proof. See Appendix. O

All the priors for the local parameters listed in Table 1 are
proper. Also, both IG and SHC priors are proper. Therefore, the
propriety of posteriors for the GL model is guaranteed with such
choices of priors.

A Gibbs sampler (Gelfand and Smith 1990) can be designed
to sample from the posterior density (11). It is easy to find out
the full conditionals as

Lowi| 8,32 7%,y " N( = Ba) (0 — 27 B),
(1 = Bgr,i) Vi)

2. Blu 2, 7%y ~ N(QZE, Vit )T (DL O =
u)Vilx), OO, Vi)Y

3. m(r [u A% y) o (%)% exp(—g XL 4 /3F)

7'[1.2(‘[2);
4. (A2 |u, B, T2, y) o« (M) 7V 2exp[—u?/(202T2)]|my (M),
i=1,...,m.

Samples of u and B can be drawn directly from 1 and 2.
To draw samples of A* and 72, one needs to use a Metropolis—
Hastings step in general. However, in some special cases, 3 and 4
can be expressed as the densities of well-known distributions, so
samples of T2 and A? can be drawn more directly. Specifically, if
an exponential, IG or a TPB prior is used for the local parameters
A3, ..., 22 and/or the global parameter 72, the corresponding
conditional densities take a very simple form. We demonstrate
this only for A?. The corresponding results for 72 are very simi-
lar, needing only minor modifications.

Suppose first one uses the exponential prior m;2(1?)
exp(—A?). Then, w7 |u, B, 12 y) o (A" exp[—u?/
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(2A2t%) — A?]. Recalling the definition of a general-
ized inverse Gaussian (GIG) density function f(x)
X lexp(—x/(2x) — ¥x/2) labeled as GIG(A, x, ¥), this
conditional turns out to be GIG(1/2, u?/t?2,2). Also, in this
case, A, * has a straight inverse Gaussian distribution with mean
(27%/u?)"/? and shape parameter 2. If instead one uses an IG
prior with shape parameter s/2 and rate parameter ¢/2, then
702 |, B, 7, ) o (A2)CH 2 lexp[— (2 / T+ 1) / (222)],
which is IG with scale parameter (s + 1)/2 and rate parameter
(u?/7* +t)/2. Finally, for a TPB prior ;2 (A?) o« (A2)* ' (1 +
2277, introducing a latent parameter & with 7 (A?|&;) o
(A1) el exp(—&A7) and 7 (&) o §ib_1 exp(—§&;), one gets
T3 | u, B, Thy) o (M) 2exp[—ul/(2AIT?) — EiAT),
which is GIG(a — 1/2, u? /72, 2&;), and 7w (§; | u, B, T2, A%, y)
£8PV exp[—&(1 + A2)], which is a gamma distribution with
shape parameter a + b and rate parameter A? + 1.

With an IG prior with shape ¢ and rate d, the condi-
tional posterior distribution of the global parameter 72 is an
IG whose shape parameter is m/2 4 ¢ and rate parameter is
Yo, u?/(2x}) + d. To make sure the posterior distribution is
not significantly affected by the prior, ¢ and d should be much
smaller than m/2 and )" | u?/(2A?), respectively. This is rel-
atively easy to achieve for ¢ since m/2 is known and usually
large. For d, in practice, one can try a few test runs with differ-
ent choices of d and choose the one that is small enough. For the
two real-data examples presented in Section 6, we have checked
thatc = d = 107!% is small enough and a smaller value does not
change results significantly. We use this choice in the simulation
as well.

4, Simulations

In this section, we compare the performance of the FH model,
the DM model, and our GL model via simulation studies. The
data generation settings are adopted from Chakraborty, Datta,
and Mandal (2016). The number of small areas, m, is set to be
100, 500, or 1000. For each choice of m, we generated data from
model (1). The design matrix X includes a column of ones and
one explanatory variable sampled from N (10, 2). The same X is
used to simulate data for a given m. The coefficient vector B is
fixed at (20, 1)7. The variances of the errors, V;, are chosen from
the set {0.5, 1, 1.5, 2, 2.5, 3, 3.5, 4, 4.5, 5} and each value in the
set is allocated to the same number of small areas.

Five settings are considered for the random effects u;,
i=1,...,m

u; ~ N(0, 1), (12)
u; ~ &N(0, 52), 8; ~ Bern(0.2), (13)
u; ~ 8;N(0, 5%) 4+ (1 — 8;,)N(0, 1%), (14)
u; ~ N(0, 07), (15)
u; ~ t3. (16)

Following Chakraborty, Datta, and Mandal (2016), in the nor-
mal mixtures setup (14), we set §; = 1 for each i that is a mul-
tiple of 5 and keep rest of the §; = 0. In the multivariance setup
(15), the variances of random effects o are sampled with equal
proportion from the set {1, 1.5, 2, 2.5, 3, 3.5, 4, 4.5, 5}.

By generating random effects from (12), we assume the true
underlying model of the data is the FH model. Similarly, when
the random effects are generated from (13), the true underlying
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Table 2. Correlations between covariates and true small area means in different
simulation settings.

m Normal  Dirac—-Normal ~ Normal mixture  Multivariance T

100 0.85 0.60 0.55 0.42 071
500 0.82 0.54 0.51 039 0.65
1000 0.81 0.53 0.50 039 0.63

model is the DM model. The other three settings (14)-(16) vio-
late the assumptions of the FH, the DM, and the GL models. For
each of the five settings of random effects and each choice of the
number of small areas, 100 datasets are generated. Table 2 gives
the average of correlations between covariates and true small
area means over the 100 datasets in different simulation settings.

For each dataset, we fit the FH model, the DM model, and
our GL model. In the FH model, an improper uniform prior is
assumed for o%; to be consistent with Datta and Mandal (2015).
This prior is also used in Morris and Tang (2011) and the pro-
priety of the resulting posterior is well-known (Berger 2013).
Some other choices, such as improper uniform priors for opy
and IG priors for oy, also exist in literature. Our exploration
shows that results with various choices of 77 (o7%; ) are not signif-
icantly different. For the DM model, our prior specifications are
the same as those in Datta and Mandal (2015), where y has a
Beta(1, 4) prior, o3y, has an IG distribution with mean V and
variance V2, and V = L 37, Vi. For the GL model, we con-
sidered various choices for ;2 described in Table 1. Among
them, HS, SB, NEG (b = 0.75), and GDP (¢ = n = 1) are cho-
sen as examples of polynomial-tailed priors, while LA and NG
(a = 0.5) are examples of exponential-tailed priors. For the pri-
ors of the global parameter, we considered an IG prior with both
shape and rate parameters being 107'° and a SHC prior with
scale parameter being 1.

For each fit, we estimate 6; by its posterior mean and eval-
uate the fit by four deviance measures, average absolute devia-
tion (AAD), average squared deviation (ASD), average absolute
relative deviation (ARB), and average squared relative deviation
(ASRB), which are defined as follows:

1< . 1 o
AAD = — Y 16— 6, ASD= = (4 — 6%,
m; | m;( )

1 & .
ARB = — 0; — 6,)/6;], ASRB = — 0; — 0,)2/62.
m;u )/61 m; /6,
(17)

The empirical coverage rate of 95% credible interval of 6; is also
used to evaluate the interval estimates. For a given situation, we
report the median of the five measures over the 100 datasets.
First, we compare the performance of our GL model with
different priors for the global parameter t2. Figure 1 presents
the results for the GL model with HS or LA priors for the local
parameters and IG or SHC priors for the global parameters. It is
clear that the performance of the GL models is mostly governed
by the priors on the local parameters. For a given choice of 7;2,
the four deviation measures and the empirical coverage rate the
credible intervals from GL models with different choices of pri-
ors on 72 vary only slightly, especially when the number of small
areas is large. We will restrict our discussion on models with IG
priors for the global parameter in the remainder of the article.

Next, we compare the GL model with the FH model and the
DM model. The results are summarized in Figure 2. The first two
columns in the figure show that the FH model performs the best
when the random effects are generated from the normal setting
(12) and the DM model performs the best when the random
effects are generated from the dirac-normal mixture setting
(13). This is not a surprise since the fitting model matches the
underlying data generating model. Even so, the coverage rate
for the DM model is not as good as those for GL models in
the second column. When the random effects are generated
from the other three settings, although the DM model performs
much better than the FH model in terms of the four deviation
measures, the empirical coverage rate of the 95% credible inter-
vals is always lower than the nominal rate, especially when m
is large. In these three settings, the model that has the smallest
deviation measures is always a GL model. As for which GL
model gives the best performance, it depends on the data gen-
erating model. In general, the GL models with the same type of
priors for local parameters perform similarly. The exponential-
tailed priors are better in settings (12), (15), and (16), while the
polynomial-tailed priors are better in settings (13) and (14).

To take a closer look at the results, Figure 3 presents the devi-
ation measure results in settings (13) and (14) stratified by the
type of random effects. For example, for AAD, we compute

1 N
AADy = P Z 0; — 6il,
{i:6,=0)

and

1 ~
AAD; = - 2 16i—6i
{i:8;=1}

where m; is the cardinality of {i : §; = j}, j = 0, 1, AAD, is the
averaged absolute deviation for estimates of areas with “small”
random effects and AAD; is the averaged absolute deviation for
estimates of area with “large” random effects. Similar stratifica-
tion can be done for the other three deviation measures.

Figure 3 shows that polynomial and exponential GL mod-
els are excellent at capturing small and large random effects,
respectively. Even when the data generating model is DM, GL
models with exponential-tailed priors in general perform better
than DM in estimating small area means for areas with large
random effects. In terms of estimating means for areas with
small random effects, the DM model is more sensitive to the
true distributions of random effects than GL models. When the
small random effects are normally distributed instead of exact
zero, DM model loses its advantage in capturing small random
effects over GL models with polynomial-tailed priors.

According to Figure 3, GL models with exponential-tailed
priors consistently yield smaller deviation measures than the
polynomial-tailed priors for areas with large random effects,
whereas the reverse is true for areas with small random effects.
Note that this does not contradict the observations we have
made in Theorem 2.1 that the LA prior shrinks more than the
TPBN priors since there the conclusions are made conditional
on 72 while here inference about 7?2 is based on its posterior dis-
tribution. Table 3 gives medians of posterior means of 72 over
100 simulated datasets for the GL models with the HS prior and
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Figure 1. Deviation measures and coverage rates for GL models with different choices of priors for the global parameter. Note that the ranges of vertical axes are different
across plots.

Table 3. Medians of posterior sample means of 72 over 100 datasets for the GL models with the HS prior and the LA prior for local parameters and the |G prior for the global
parameter.

Dirac-Normal
Normal
Normal y = 0.05 y =0.10 y =0.20 y = 0.50 mixture Multivar T
HS 0.08 0.04 0.1 0.30 2.65 0.59 3.45 0.32

LA 0.85 0.79 2.01 3.87 1217 5.12 n7s 244
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Figure 2. Deviation measures and coverage rates of 95% credible intervals for various models. Note that the ranges of vertical axes are different across plots.

the LA prior. The GL model with the LA prior consistently pro-
duces larger estimates of 2 than the GL model with the HS prior.
This is because the relatively light exponential tail of the LA
prior induces weaker offset effect. To remedy the extra shrink-
age caused by this, a weaker global shrinkage effect (larger t?2) is
needed.

Table 3 also demonstrates the role of 72 in controlling the
overall shrinkage level. In dirac-normal mixture settings, for
both HS and LA priors, the estimates of 72 show an increas-
ing trend as the proportion of nonzero random effects increases.
Although the normal mixture setting has the same percentage
and distribution of large random effects as the dirac-normal
mixture setting with y = 0.2, the global parameter is about

twice as large. This happens because small random effects are
nonzero in the former setting and hence less global shrinkage is
needed.

Another thing to be noted is that in the dirac-normal mixture
setting, the DM model and the GL models with polynomial-
tailed priors improved estimation by a large amount, while the
improvement in other settings is not as large as in this setting.
This difference is mainly due to the intrinsic features of the
data generating models. The random effects setting (13) is more
different from the FH model than the other settings because
the majority of the random effects it generates are exact zeros.
If the fitting model can grant exact zero random effects (DM
model) or shrink small random effects aggressively to zeros
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Figure 3. Stratified deviation measures for dirac—normal mixture model and normal mixture normal. Note that the ranges of vertical axes are different across plots.

(GL models with polynomial-tailed priors), then estimation
performance will be greatly improved.

5. Prior Selection

We have seen from the simulation study that priors for random
effects work differently in different scenarios and that there is no
universal prior that works best in every situation. In practice, it
is almost impossible to know the underlying true model, so how
to choose an appropriate prior for random effects based on the
data is an important question.

Among many other criteria for Bayesian model selection or
comparison, we use the DIC proposed by Spiegelhalter et al.
(2002) because of its simplicity and good empirical performance
in our simulation studies. Similar to many other information
criteria, DIC compares models by considering both goodness
of fit and model complexity. Specifically, for a model with
parameter 6,

DIC = D(8) + 2pp.

where pp = D-— D(é) measures the model complexity, D(é) is
the deviance of the model evaluated at the posterior mean of
model parameter 0, and D is the posterior mean of the deviance.
In our context, D(@) = Y 1", (yi — 6;)*/Vi. Suppose we have
a posterior sample 9® = (Ol(g), ,OH(;g)),g =1,...,G of the
small area means based on a model aforementioned. The DIC
of this model can be easily estimated by

— 2 G &G (i -89y
Bic= 2 >3 i -

g=1 i=1

m

2

i=1

(i — 6))?

v
where 6; = 3 Zngl Oi(g) is the posterior sample mean of 6;.
Among all the candidate models, the one with the smallest DIC
is chosen as the best one to perform final analysis. We applied
this procedure to the simulated datasets in Section 4. The candi-
date models are all the models we have fitted there. The results
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Figure 4. Deviation measures and coverage rates for the model selected by DIC. Note that the ranges of vertical axes are different across plots.

are presented in Figure 4. We can see from the figure that the
DIC procedure performs very well, especially when the number
of small areas is large. The selected model produces deviation
measures close to the smallest among all candidate models and
better coverage rate than the DM model.

6. Data Analyses

6.1. State Level Child Poverty Ratio

In this section, we use the child poverty ratio dataset dis-
cussed by Datta and Mandal (2015) to further demonstrate the
performance our GL model and compare it with the DM model

and the FH model. The state-level direct estimates of the poverty
ratio for age group 5-17 were obtained from 1999 Current Pop-
ulation Survey (CPS). Besides the intercept, three covariates are
included in the regression part. They are the number of child
exemptions, Internal Revenue Service nonfiler rate, and the
residuals from fitting a model for the 1989 census poverty data
on the previous covariates. As discovered in Datta and Man-
dal (2015), although the discrepancy test proposed in DHM
suggested to include the random effects in the FH Model, the
presence of a random effect is necessary only for Massachusetts.

We applied the FH model, the DM model, and the GL model
to estimate the poverty ratio 6;. The prior and hyperparameter
specification of the FH model and the DM model is the same
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as in Section 4. For the GL model, we used an IG prior for the
global parameter 72 according to our findings in the simulation
study. Both shape and rate parameters of the IG prior is set to
1071, We considered the HS and LA priors for the choice of
;2. They are chosen as representatives of the polynomial-tailed
and exponential-tailed priors. For each of these models, we esti-
mated 6; by its posterior mean.

First, we compare the shrinkage factors of different models.
Recall that a shrinkage factor determines the amount of shrink-
age of the direct estimate y; toward the synthetic estimate x; B.
The larger the shrinkage factor, the more is the shrinkage toward
the synthetic estimator. For DM model and our GL model, the
shrinkage factors are given in (9) and (6), respectively. For the
FH model, the shrinkage factor is

B Vi
FH,i o 1:2H + ‘/1 .

Figure 5 reports the posterior means of the shrinkage factors of
51 states from various models. For all the states except for Mas-
sachusetts, both the GL model, with either the HS prior or the
LA prior, and the DM model have much larger shrinkage factors
than those produced by the FH model. The GL model with the
HS prior shrinks the small area means of those states slightly
more than those from the DM model. For Massachusetts, the
DM model and the GL model with the HS prior produces less
shrinkage than the FH model, while the GL model with the LA
prior produces more shrinkage. Given the shrinkage factor B;
and the covariate coefficients B, the posterior variance of 6; is
(1 — B;)V;, so one can expect that a more shrunk estimate will
have less uncertainty.

Figure 6 presents the posterior means of random effects
u; obtained from three different models. In general, the pos-
terior means of the random effects from our GL model are
closer to zero than those from the FH model since in the latter
model, the variance parameter is overestimated because Mas-
sachusetts needs a large random effect. For Massachusetts, the
estimated random effect from the FH model is smaller than
that from the GL model with the HS prior, but is larger than
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Figure 6. Posterior means of random effects u; from various models.

that from the GL model with the LA prior. All these observa-
tions demonstrate that when compared with exponential-tailed
priors, polynomial-tailed priors lead to less shrinkage for areas
where synthetic estimates deviate from the direct estimates, but
more shrinkage for areas where synthetic estimates are close to
the direct estimates.

Following Datta and Mandal (2015), we use the ratio bench-
marked state-level poverty ratios obtained from the 2000
census as the true values and compare the estimated 6; with
them through the four deviation measures defined in (17). Let
ci,i=1,..., 5], bethe state-level poverty ratio estimates for 5-
17 age group obtained from the 2000 census without any adjust-
ment and ¢}, i =1, ..., 51, be the ratio benchmarked poverty
L1 (pop)y:

2121 (pop)ici
mated population of the 5-17 age group in the ith state and y; is

the direct estimate from 1999 CPS. The deviation measures are
calculated by replacing 6; in (17) by ¢; and the results are given
in Table 4. As we can see, the GL models perform as well as or
slightly better than the DM model, which is favored by the DIC.
If the LA prior is used for the local parameters, the resulting
deviance measurements are the smallest among the models we
considered. The last column of Table 4 gives the number of states
with absolute deviations of the estimated poverty ratios from
the true ratios less than 2%. The deviation for Massachusetts
drops below 2% if the LA prior or the fixed effect model is
used.

ratios. Then, ¢; = R¢;, where R = , (pop); is the esti-

Table 4. Comparison of the estimators obtained from various models.

Estimate AAD ASD ARB ASRB DIC # diff. < 2%
Direct 2718 1229 0.196 0.067 — 23
FH 1192 2.551 0.080 0.010 273.29 40
DM 1.029 2145 0.068 0.009 268.80 45
HS .01 2.041 0.067 0.008 273.09 45
LA 0.987 1.864 0.064 0.006 275.92 46
WLS 1.031 1.891 0.069 0.007 — 46

NOTE: WLS stands for the weighted least square model with no random effect for
any state.
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Figure 7. Posterior means of .

6.2. County Level Overall Poverty Rates

In this section, we analyze a dataset containing 5-year (2007-
2011) county level pooled ACS estimates of overall poverty
rates along with their associated design-based standard errors
obtained from the “American Fact Finder” website maintained
by the U.S. Census Bureau. There are 3141 counties in this
dataset. Two counties were dropped from the total 3143 coun-
ties of United States (in 2011) due to lack of people in the poverty
universe.

We used foodstamp participation rate and a column of ones
as our covariate variables to produce model-based estimates
of poverty rates. The correlation between foodstamp participa-
tion rate and overall poverty rate is 0.81. We fitted the FH, the
DM, the GL model with the HS prior and the GL model with
the LA prior. The prior for the global parameter is still an IG
with both shape and rate parameter equal to 107'°. The DIC
for these models are —15883, —15863, —15752, and —15947,
respectively. Since the GL model with the LA prior has the small-
est DIC, we present the results from this model as our final
analysis.

The estimated poverty rates range from 0.033 (Borden
County, Texas) to 0.479 (Shannon County, South Dakota) and
the median is 0.147. Figure 7 displays a map of the estimated
poverty rates of 3141 counties. The counties with high poverty
rates concentrate in East South Central Division and south part
of South Atlantic Division. In Mississippi, Georgia, Alabama
and New Mexico, 55% or more of their counties have poverty
rates greater than the third quartile (0.189) of the estimated rates
across counties. The counties with low poverty rates concentrate
in New England, Middle Atlantic, north part of South Atlantic
Division, and north part of Mountain Division. In New Hamp-
shire, Connecticut, Rhode Island, Wyoming, Hawaii, and New
Jersey, 70% or more of their counties have poverty rates lower
than the first quartile (0.111).

0.4

0.3
1

0.2

0.1

Figure 8 reports the absolute values of the posterior means of
the random effects. The estimated random effects vary greatly
across counties. In about, 10% of the 3141 counties, the abso-
lute value of the posterior mean of the random effect is less than
0.002, while in another 10% of counties, the value is greater than
0.038. East and west coasts are two regions that contain many
counties with large random effects.

7. Discussion

The article considers GL shrinkage priors for random effects
in the context of small area estimation when the variances of
random effects differ widely. These priors assume the random
effects are scale mixtures of normals. The variance parame-
ters of the normal distributions are expressed as the multiplica-
tion of a local parameter and a global parameter. We find that
the performance of the model is closely related to the tail of
the priors for the local parameters. For a given global param-
eter T, exponential-tailed priors cause more shrinkage than
polynomial-tailed priors. If an IG prior or a SHC prior is put
on 72, exponential-tailed priors and polynomial-tailed priors are
good at estimating large and small random effects, respectively.
Since different priors have their own best working scenarios,
we choose to use DIC to perform model selection because of
its simplicity and good performance in our simulation studies.
Some other model selection criteria, such as Bayes factors (Kass
and Raftery 1995) and predictive Bayesian information criterion
(Ando 2007) can be applied, but they usually require more com-
putational efforts.

Although the GL model uses area-specific variance param-
eters, it does not necessarily lead to over-fitting issues. As we
have mentioned, the local parameters A% can be treated as latent
variables. Once they are integrated out, the random effects are
essentially independent heavy-tailed random variables with a



Figure 8. Absolute values of posterior means of random effects.

common scale parameter. Therefore, the local parameters just
help bring in extra variability for the random effects compared
with the FH model. On the other hand, we use DIC to choose
models. It also penalizes the model complexity.

Although the GL model uses distinct variance parameters for
each small area, the number of parameters sampled in one iter-
ation of Markov chain Monte Carlo (MCMC) algorithm is the
same for both the GL model and the DM model if latent variables
are not introduced and the order of computational complexity is
of order mp?. If latent variables are sampled, for example, in the
HS model, the increased computational cost is of order m. The
real-data analysis in this article was performed on an Intel Core
i5 2.6GHz MacBook with 8 GB memory. The time consumed
for fitting the FH model, the DM model, the GL model with the
HS prior, and the GL model with the LA prior is 21, 45, 57, and
54 sec for the state level data and 91, 1152, 1916, and 1672 sec
for the county level data. We used four covariates in the state
level data analysis and two covariates in the county level data
analysis. If more covariates are considered, the increased com-

putational cost is mainly due to the calculation of X ! (=ViX)

and (X Tf( )", which is needed for all the Bayesian models con-
sidered in this article.

When a SHC prior is assumed for t2 in Section 4, the scale
parameter o is fixed at 1. Gelman (2006) recommended a high
but not off value for o. We explore other values of ¢ ranging
from 0.1 to 10 and find that the performance of the GL models
on estimating the small area means merely changes.

Future work will direct toward further applications of these
methods, for example, for unit level models as well for handling
of multivariate small area data.

A. Proof of Theorems
Al. Proof of Theorem 3.1

Proof. To prove the propriety of the posterior distribution, we need to show
the integral in the right-hand side of (11) with respect to B, u, A%, and 72 is
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0.005 - 0.008
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0.011-0.015
0.015-0.02
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0.027 - 0.038
over 0.038

goooooEEm

finite. Since X is of full rank, X7V ~!X is nonsingular. Let z; = y; — u;, i =
1,...,mandz = (21, ..., 2m) . We have

where B = (XTV-1X)"1XTV~lz, P = X’T(X’TX)*UZ', and X" = vV-ix.
Integrating the right-hand side of (11) with respect to B and noting
exp(—3z"Pz) < 1, we have

m o u’z
T A%t y) < cg {mz (2)(A2%) 71 exp <—m> } 72 (t2),
(18)

where C is a generic positive constant. Integrating out u from (18), we have

T2 |y) < Cre () [ [ ma D).

i=1

Therefore, if the priors of 72 and A? are proper, the integration of the pos-
terior density with respect to 8, u, A%, and 72 is finite. O

A2. Proofof Theorem 2.1
Proof.

00 —1/2
3 ./‘:%(éfl) (Vi+2it?) T me(A]) exp (-m dA; (19)

-2 X By
IS (Vi + a2e2) 1,2 (A2) exp (—?'(Vfikzﬂﬂ))) dx?

P(BgLi <€|B, 7% )
<y.-—x?ﬁ>2) 2

If 7 is proper, by Lebesgue dominated convergence theorem, the denomi-

4T 2
nator in (19) converges to V,._I/ 2 exp(— %) as 72 — 0. Let N denote
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the numerator, r; = |y; — xiT Bl and ¢ = V;(1 — €)/e. It is obvious that
er; ~ 2_2\~1/2 2\ 342
exp [ —— / (Vi+Ait?)” “me (M) dr; <N
2V; c/t?

< (Wje) 2 /

¢/t

oo

T (A2)drz.
If 132 (A2) = exp(—A2), N < (Vi/€) Y2 exp(—c/7?). On the other hand,

2 oo
N > exp (—%) (Vi + 2202712 exp(—A2)da?

c/t?

2 oo

= exp <—%) / Vi + x)—l/z exp(—x/rz)dx
1 c

. / ZC(Vi + %) exp(—x/t%)dx
v, ) ).

1 er? 2
exp <——’) (Vi +20)"V2 / exp(—x/t%)dx
2V; c

%
\
I
>
o

%

2
er? B
= exp (—ﬁ) (Vi + 2¢)"1/2 exp(—c/‘[z)(l — exp(—c/rz)).

Therefore, P(Bgr,; < € | B, T2, y1) < exp(—c/t?) as 12 — 0.
Ifrm: (M) = ﬁl,)(}»?)“ﬂ(l +12)7%b,0 < a,b < 1, then

(Vi/e)il/z o 2\—a 2\—a=b ;.2
N = W/c/rz (A7) (1 4a7) " da

oN-1/2 pl
= M/ 71— %)t dx
B(a, b) c/(c+t?)
1 y—1/2 a-1 p1
5%( c2) / (1 — 0P dx
(a, b) c+r ¢/(c+12)
_ W e N e
= bB(a,b) \c+ 12 c+1t2) "

On the other hand,

exp(—er?/(2V) [
B(a, b) e
exp(—er?/(2V) [! 2
= Vi +
B(a, b) c/(c+rz)( !
(1—x) 2711 — x)P Vdx

exp(_er?/(zvi)) i o g 2 _ -1/2
B(a, b) <C+r2) /C./(Hrz)(vz-i-t /(1 —x)"2dx

exp(—ert/@V) (2 \"N (V)T
T
B(a, b) c+ 12 c+12
1
></ (1 —x)"?dx
c/(c+1?)

=GB T o)

(Vi+2222) 202" (14 22) ™ da

%

A%

Therefore, P(BgL; < €| B, T2, y;) < 10 as 12 — 0.
Similarly,

P(BgL,i > €| B, Tz,yi)

~ foc/fz (Vi+ Afr2)71/2 e (A7) exp <_W) dii (20)

—1/2 r2
S Vi 22) e 03 exp (—W)‘“?

Let N, and D, denote the numerator and denominator in (20). We have

2

¢/t
N, <V, exp (—erf/(zw))/ 1 (WHda2 <1
0

andforany 0 < €, <€

OO - 2
D Vi 4+ 2222) 2 1,0 (02 i a2
P = /v,(l—en/el( FAT) e (1) exp 2(Vi+aie2))
oo
s ep(-ar/@n) [ (ikade) P )ik @)
Vil—e1)/er

As a result, P(BgL; > €| B, 7%, y;) < Cexp{—(€ — €1)r?/(2V;)}, where C
is a constant does not depend on r; and P(BgL; > € | B, 72, y;) — 0 as
r; — OQ.
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